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## RESUMO

MARTINS, Rodrigo dos Santos Veloso. Random mappings and polynomials over finite fields. 2016. 140 f. Tese (Doutorado em Informática) - PPGI, Instituto de Matemática, Instituto Tércio Pacitti de Aplicações e Pesquisas Computacionais, Universidade Federal do Rio de Janeiro, Rio de Janeiro, 2016.

O comportamento de iterações de funções é uma área de pesquisa em crescimento devido, em parte, a aplicações em criptografia. Frequentemente estamos interessados nas iterações de polinômios sobre corpos finitos, porém o conceito de mapeamentos aleatórios também desempenha papel importante neste campo, definidos como funções escolhidas aleatoriamente de maneira uniforme dentre todas as funções de um conjunto finito nele mesmo. Em algumas aplicações, como na fatoração de inteiros, as propriedades combinatórias de mapeamentos aleatórios fornecem um modelo heurístico para o comportamento de polinômios sobre corpos finitos. O objetivo deste trabalho é estudar as propriedades dinâmicas destas classes, com foco nas relações entre elas. Nossas principais contribuições são a prova de resultados combinatórios sobre polinômios que dão sustentação e estendem a heurística mencionada acima e um algoritmo de pior caso linear que reconhece se dois polinômios têm dinâmicas equivalentes. Em outras palavras, nós fornecemos um teste de isomorfismo linear para o grafo funcional de polinômios sobre corpos finitos. Nós também obtemos estimativas assintóticas sobre a distribuição dos ciclos de mapeamentos cujos graus de entrada estão restritos ao conjunto $\{0, k\}$.

Palavras-chave: Mapeamentos aleatórios, sistemas dinâmicos sobre corpos finitos, grafo funcional, polinômios gerais, heurística de Brent e Pollard, teste de isomorfismo.

## ABSTRACT

MARTINS, Rodrigo dos Santos Veloso. Random mappings and polynomials over finite fields. 2016. 140 f. Tese (Doutorado em Informática) - PPGI, Instituto de Matemática, Instituto Tércio Pacitti, Universidade Federal do Rio de Janeiro, Rio de Janeiro, 2016.

The behavior of iterations of functions is a growing area of research in part due to applications in cryptography. One is frequently interested in the iterations of polynomials over finite fields, but the concept of random mappings is also of interest. These are defined as functions chosen uniformly at random from the set of all functions of a finite set to itself. In some applications, such as the factorization of integers, the combinatorial properties of random mappings provide a heuristic model for the approximation of the behavior of polynomials over finite fields. It is the purpose of this work to study the dynamic properties of these classes, with focus on the connections between them. Our main contributions consist of combinatorial results on polynomials that support and extend the heuristic mentioned above and a worst-case linear-time algorithm that recognizes if two given polynomials have equivalent dynamics. In other words, we provide a linear isomorphism test for the functional graph of polynomials over finite fields. We also obtain asymptotic estimates on the distribution of the cycles of mappings whose indegrees are restricted to the set $\{0, k\}$.

Keywords: random mappings, dynamical systems over finite fields, functional graph, general polynomials, Brent-Pollard heuristic, isomorphism test.
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## 1 INTRODUCTION

Let $p$ be an odd prime and $f$ be a polynomial of degree $d \geq 2$ over the integers modulo $p$, denoted by $\mathbb{F}_{p}$. We define the functional graph of $f$ as the directed graph $G=(V, E)$ such that $V=[p]=\{0, \ldots, p-1\}$ and $E=\left\{(x, f(x)), x \in \mathbb{F}_{p}\right\}$, where $\mathbb{F}_{p}$ is represented as $\{0, \ldots, p-1\}$. It is easily seen that the connected components of this digraph are cycles of non-plane trees; see Figure 1.1. The study of iterations of such polynomials and the parameters defined over the corresponding functional graphs is a growing area of research, in part due to some applications in cryptography. Properties of functional graphs of polynomials over finite fields are related to chains of primes (TESKE; WILLIAMS, 2000) and pseudo-random bit generators (BLUM; BLUM; SHUB, 1986), but the most interesting application is perhaps the factorization of integers. One may consider the Lucas-Lehmer test and Pepin's test for the factorization of Mersenne and Fermat numbers, respectively (LEHMER, 1930; LUCAS, 1878). These are based on the iterations of quadratic polynomials, namely the ones of $f(x)=x^{2}-2$ and $f(x)=x^{2}$.

For the factorization of any integer $n$, Pollard in (POLLARD, 1975) considers a quadratic polynomial $f(x)=x^{2}+a$ and the sequence $\left(x_{k}\right)_{k \geq 0}$ defined by

$$
x_{k+1} \equiv f\left(x_{k}\right) \quad(\bmod n),
$$

where $x_{0}$ is some integer modulo $n$. A prime factor of $n$ is expected to be found when there is a collision $x_{k} \equiv x_{j}(\bmod p)$ for some prime $p$ dividing $n$. For example, in order to factor $n=221$, the choice $f(x)=x^{2}+1$ and $x_{0}=7$ in Pollard's algorithm leads to the sequence

$$
\left(x_{0}, x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right)=(7,50,70,39,196,184,44) .
$$

The computation of $\operatorname{gcd}\left(x_{6}-x_{2}, 221\right)=\operatorname{gcd}(-26,221)=13$ leads to the factorization
of $n=221$; see (POLLARD, 1975; BRENT, 1980) for details on the detection of this collision. We stress the connection between the sequence above of integers modulo 221 and the path starting at the node $x_{0}=7$ in the functional graph of $f(x)=x^{2}+1$ modulo 13 (Figure 1.1). The number of steps in the execution of the algorithm depends on the length of this path. This quantity is defined as the rho length of the node $x_{0}$ in the functional graph of $f$.


Figure 1.1: Functional graph of $f(x)=x^{2}+1$ over $\mathbb{F}_{13}$.

One might assume uniform distribution on the nodes of a polynomial $f$ and ask oneself what is the average rho length of $f$. This problem is of prime importance in the analysis of Pollard's factorization method and other cryptographic algorithms. It is estimated in (POLLARD, 1975) that a prime factor $p$ will be detected after about $\sqrt{p}$ steps and, although there is some work in this area, few rigorous results have actually been proved. This prediction is based on previously known statistics on mappings, defined as functions from a finite set to itself. Pollard suggested that a quadratic polynomial like $f(x)=x^{2}-1 \in \mathbb{F}_{p}[x]$ behaves like a random mapping over $\mathbb{F}_{p}$, that is, a mapping chosen randomly and uniformly from the class of all the $p^{p}$ functions over $[p]$ to itself. It is known that, for an element $x_{0}$ chosen randomly in $[p]$ and a random mapping $\varphi$ over $\mathbb{F}_{p}$, the expected rho length of $x_{0}$ under $\varphi$ is asymptotically $\sqrt{\pi p / 2}$. There are a number of papers where estimates on random mappings are obtained, but we single out (ARNEY; BENDER, 1982) because in this work the authors consider uniform distribution on classes of mappings $\varphi:[n] \longrightarrow[n]$ defined by different restrictions on their indegree distribution, that is, the sequence
$\left(n_{k}\right)_{k \geq 0}$ given by

$$
n_{k}=\#\left\{y \in[n]:\left|\varphi^{-1}(y)\right|=k\right\}, k \geq 0 .
$$

For instance, one might consider mappings $\varphi:[n] \longrightarrow[n]$ such that $n_{k}=0$ for $k \geq 3$, since it is known that quadratic polynomials over $\mathbb{F}_{p}$ have indegrees bounded by 2 . The asymptotic average rho length of such a restricted class of mappings is proved in (ARNEY; BENDER, 1982) to be $\sqrt{\pi n / 2 \lambda}$, where $\lambda$ is the asymptotic average coalescence of the mappings in hand, defined as follows. The coalescence $V(\varphi)$ of a mapping $\varphi$ is the variance of the distribution of indegrees of its functional graph under uniform distribution on the nodes. For example, a quadratic polynomial $f(x)=x^{2}$ over $\mathbb{F}_{p}, p>2$, has indegree distribution given by $n_{1}=1$ and $n_{0}=n_{2}=$ ( $p-1$ )/2; see Section 2.4.2. Since the expected preimage size of a random uniform element of $\mathbb{F}_{p}$ is 1 (see Section 2.3.1), it follows that

$$
V(f)=\sum_{x \in \mathbb{F}_{p}} \frac{1}{p}\left|f^{-1}(x)\right|^{2}-1=\frac{1}{p}+\frac{p-1}{2} \cdot \frac{1}{p} \cdot 4-1=1-\frac{1}{p} .
$$

We note that the average coalescence of quadratic polynomials is asymptotically equivalent to 1 as $p$ approaches infinity. Thus the results of (ARNEY; BENDER, 1982) support the heuristic by Pollard that quadratic polynomials behave like random unrestricted mappings.

Brent and Pollard observed in (BRENT; POLLARD, 1981) the possible connection between the statistics of a polynomial and its indegree distribution. They conjectured that the expected rho length of a node $x_{0} \in[n]$ under a function $\varphi:[n] \longrightarrow[n]$ is given by $\sqrt{\pi n / 2 V(\varphi)}$, where $V(\varphi)$ is the coalescence of $\varphi$. The factor of non-randomness of $V(\varphi)$, defined as the ratio of its average rho length and the random mapping estimate $\sqrt{\pi n / 2}$, is given by $V(\varphi)^{-1 / 2}$ according to this heuristic. The Brent-Pollard heuristic was successfully applied in (BRENT; POLLARD, 1981) in the case of polynomials of the form $x^{d}+c(\bmod p)$, leading to the factorization of the eighth Fermat number. This heuristic remains an important
element in the design and analysis of some cryptographic algorithms and is known as the Brent-Pollard heuristic.

We believe that the Brent-Pollard heuristic plays an important role in the field of cryptographic algorithms. It provides support to adaptations of Pollard's method to other problems such as the discrete logarithm problem (POLLARD, 1978; TESKE, 1998, 2001; VAN OORSCHOT; WIENER, 1999); Pollard himself suggested this application in (POLLARD, 1978). See (GALLANT; LAMBERT; VANSTONE, 2000; WIENER; ZUCCHERATO, 1999) for a few authors that believe that this is the most efficient method against a general instance of the discrete logarithm problem. Several authors have considered the Brent-Pollard heuristic in their work, specially when considering $r$-adding walks; see for example (BAILEY et al., 2009; BERNSTEIN; LANGE, 2013; BERNSTEIN; LANGE; SCHWABE, 2011; BOS; COSTELLO; MIELE, 2014; BOS et al., 2012; BOS; KLEINJUNG; LENSTRA, 2010; MORAIN, 1998; TESKE, 2001; ZHANG; WANG, 2013).

Our interest in this work lies on combinatorial and number theoretic results on iterations of mappings and polynomials over finite fields. Since the distribution of preimage sizes of a polynomial appears to play an important role in its average rho length, we survey in Chapter 3 the known results on this and give new proofs for cubic and quartic polynomials over finite fields. We improve the error term in one of the cases for quartic polynomials over the finite field with $q$ elements, with $q=p^{e}, p>3$ and $e>1$. We consider the class of general polynomials (BIRCH; SWINNERTON-DYER, 1959) and use Cohen's results (COHEN, 1970) to determine their asymptotic indegree distribution. As a consequence, we prove that the coalescence of general polynomials of a fixed degree $d \geq 2$ is asymptotically 1 .

In Chapter 4 we focus on the Brent-Pollard heuristic, where a polynomial over a finite field is seen as a random mapping. We use the results of Chapter 3
on the indegree distribution of polynomials to investigate different choices for the class of mappings used in the heuristic. The combination of our work with general polynomials over $\mathbb{F}_{p}$ and the Brent-Pollard heuristic suggests that, for large values of $p$, the behaviour of these polynomials is similar to that of random mappings with respect to the average rho length. Our experiments support this heuristic. We use experimental results to show that the erratic behaviour of quadratic polynomials of the form $x^{2}-2(\bmod p)$, observed by Pollard in (POLLARD, 1975), is a particular case of a phenomenon observed in Chebyshev polynomials $T_{d} \in \mathbb{F}_{p}[x]$ of various degrees $d \geq 2$.

In Chapter 5 we present an algorithm that recognizes in linear time if two polynomials over a finite field have equivalent dynamics. This problem is known as the graph isomorphism problem (GI). Although our algorithm determines correctly the answer to this decision problem in the case of any pair of mappings, the linearity of the analysis holds provided that these mappings have bounded indegrees. If one considers as input of the algorithm two mappings chosen randomly and uniformly from the set of $n^{n}$ mappings on $n$ nodes, then the average-case bitwise complexity of our algorithm remains subquadratic. Our algorithm is an extension to higher degrees of the algorithm of (KONYAGIN et al., 2016).

In Chapters 3 and 4 we focus on the iterations of polynomials and mappings where the starting point is a node in the corresponding functional graph. In Chapter 6 we investigate the problem treated in (SCHMUTZ, 2011), where the author considers a random mapping $\varphi:[n] \longrightarrow[n]$ and its functional compositions $\varphi^{(\ell)}, \ell \geq 1$, in the space defined by all $n^{n}$ mappings on $n$ nodes. We investigate the period of this sequence, that is, the least integer $\mathbf{T} \geq 1$ such that $f^{(\ell+\mathbf{T})}=f^{(\ell)}$ for all $\ell \geq n$. The parameter $\mathbf{T}=\mathbf{T}(\varphi)$ is equivalent to the period of the permutation obtained by restricting $\varphi$ to its cyclic nodes, that is, the least common multiple of the length of all cycles in the functional graph of $\varphi$. In (SCHMUTZ, 2011) the author also
considers the parameter $\mathbf{B}$, defined as the product of all cycle lengths of $\varphi$, including multiplicities, and compares the asymptotic average value of $\mathbf{T}$ and $\mathbf{B}$ over all mapping on $n$ nodes. We provide in Chapter 6 similar results for the classes of mappings such that the indegree of every node is either 0 or $k$, for some $k \geq 2$. Our motivation for the treatment of this class of mappings arises from the indegree distribution of quadratic polynomials: the ratio of nodes with indegrees 0,1 and 2 are asymptotically $1 / 2,0$ and $1 / 2$.

The work presented in Chapter 6 represents partial results of our initial project on this problem, namely to extend the results of (SCHMUTZ, 2011) to all classes of mappings treated in (ARNEY; BENDER, 1982). The restriction on the indegree distribution of mappings considered in Chapter 6 is a particular case of the one considered in (ARNEY; BENDER, 1982). In Chapter 7 we elaborate on this problem as well as other problems for future research. Obtaining other asymptotic estimates on the parameters $\mathbf{T}$ and $\mathbf{B}$, other than their expected values, could also be of interest; see Section 1 of (SCHMUTZ, 2011). There are interesting open problems in number theory as well: a number of experimental results presented in Chapter 4 could lead to interesting theorems. It is also of our interest to understand the literature on algorithmic aspects of the Galois group of polynomials over finite fields: this might lead to an effective algorithm to recognize general polynomials. We also give our conclusions in Chapter 7.

Part of the results of this thesis, namely the content of Chapters 3 and 4, have been accepted for publication in the International Journal of Number Theory; see (MARTINS; PANARIO, 2016). The research presented in Chapter 5 was submitted for publication in the journal Discrete Applied Mathematics (MARTINS et al., 2015).

## 2 BACKGROUND

We review in this chapter several mathematical concepts and results needed in this thesis.

### 2.1 Asymptotic Notation

It is frequently the case that our interest rests in problems with large parameters, such as the factorization of large integers. We are thus interested in the behavior of functions $f(x)$ as $x$ approaches infinity. In this thesis we deal mostly with sequences of real numbers, that is, a real function with domain $\mathbb{N}=\{0,1,2, \ldots\}$ or $\mathbb{N}^{*}=\{1,2, \ldots\}$.

Definition 1. Let $f(n)$ and $g(n)$ be sequences of real numbers. We write:
(i) $f(n)=O(g(n))$ as $n \longrightarrow \infty$ if there exists $C>0$ such that, for $n$ sufficiently large,

$$
|f(n)| \leq C \cdot|g(n)| ;
$$

(ii) $f(n) \stackrel{n \rightarrow \infty}{\sim} g(n)$ if

$$
\lim _{n \rightarrow+\infty} \frac{f(n)}{g(n)}=1
$$

(iii) $f(n)=o(g(n))$ as $n \longrightarrow \infty$ if

$$
\lim _{n \rightarrow+\infty} \frac{f(n)}{g(n)}=0 .
$$

### 2.2 Probability Theory

In this section we present the basic concepts of Probability Theory that are necessary for the work presented in this thesis. We refer the reader to (ROHATGI; SALEH, 2011) for a thorough treatment of the results exposed in this section.

### 2.2.1 Basic Concepts

Let $\Omega$ be a set. The definition of a probability space over $\Omega$ requires a careful treatment of the class of subsets of $\Omega$, where we study the concept of a $\sigma$-field of $\Omega$. This is not necessary when one considers $\Omega$ a finite or countable set, that is, a set $\Omega$ such that there exists a bijection $\varphi: \Omega \longrightarrow \mathbb{N}$. All the probability spaces that arise in this thesis are defined over finite sets.

Definition 2. A random experiment is an experiment $\mathcal{E}$ such that
(i) the set $\Omega$ of all possible outcomes of $\mathcal{E}$ are known in advance;
(ii) any particular performance of $\mathcal{E}$ results in an outcome that is not known in advance;
(iii) the experiment $\mathcal{E}$ can be repeated under identical conditions.

If $\Omega$ is finite or countable, we define the sample space of $\mathcal{E}$ to be the pair $(\Omega, \mathcal{S})$, where $\mathcal{S}=\mathcal{P}(\Omega)$ denotes the class of all subsets of $\Omega$.

One may consider other classes of subsets of $\Omega$ instead of $\mathcal{P}(\Omega)$; see Section 2.1 of (CHUNG, 2001).

Definition 3. Let $(\Omega, \mathcal{S})$ be a sample space. A set function $\mathbb{P}: \mathcal{S} \longrightarrow \mathbb{R}$ is a probability function (probability measure) if:
(i) $\mathbb{P}(A) \geq 0$ for all $A \in \mathcal{S}$;
(ii) $\mathbb{P}(\Omega)=1$;
(iii) if $\left(A_{k}\right)_{k}$ is a sequence of subsets of $\Omega$ such that $A_{k} \cap A_{j}=\emptyset$ for all $k \neq j$, then

$$
\mathbb{P}\left(\bigcup_{k=1}^{\infty} A_{k}\right)=\sum_{k=1}^{\infty} \mathbb{P}\left(A_{k}\right)
$$

The triple $(\Omega, \mathcal{S}, \mathbb{P})$ is a probability space.

Since it is implied that, given a finite or countable set $\Omega$, we consider the class $\mathcal{S}=\mathcal{P}(\Omega)$ of subsets of $\Omega$, we omit $\mathcal{S}$ when we refer to a probability space $(\Omega, \mathcal{S}, \mathbb{P})$. Probability spaces possess a number of interesting properties that we do not mention in this text; see (ROHATGI; SALEH, 2011).

Definition 4. Let $\Omega$ be a finite set with $n$ elements and let $(\Omega, \mathbb{P})$ be a probability space. If $\mathbb{P}(\{\omega\})=1 / n$ for all $\omega \in \Omega$, then $\mathbb{P}$ is the uniform (probability) distribution of $\Omega$.

Our main interest in probability spaces rests on random variables defined over them. We note that our treatment of random variables is also simplified due to the nature of the probability spaces treated in this work. We present below the definition of the Borel $\sigma$-field of the real line; we refer the reader to Section 2.1 of (CHUNG, 2001) for a careful treatment of this object.

Definition 5. The Borel $\sigma$-field $\mathcal{B}$ of $\mathbb{R}$ is defined as the class of subsets of $\mathbb{R}$ given by finite or countable unions of intervals of the form $(-\infty, a]$, $a \in \mathbb{R}$, and their complements $\mathbb{R} \backslash(-\infty, a]=(a,+\infty)$.

Definition 6. Let $(\Omega, \mathbb{P})$ be a finite or countable probability space. A function $X: \Omega \longrightarrow \mathbb{R}$ is a random variable. The function $X$ induces a probability function $Q$ on $(\mathbb{R}, \mathcal{B})$ defined by

$$
Q(B)=\mathbb{P}\left(X^{-1}(B)\right)=\mathbb{P}(\{\omega \in \Omega: X(\omega) \in B\}), \quad B \in \mathcal{B} .
$$

Then, $Q$ is the probability distribution of $X$.

We note that a random variable $X$ defined over $\Omega$ may have different probability distributions, depending on the probability function defined over $\Omega$. We omit the reference to the probability space $(\Omega, \mathbb{P})$ in the definition of $Q$ in Definition 6 because there is no risk of confusion.

Definition 7. A random variable $X$ is of discrete type if there exists a countable set $E=\left\{x_{1}, x_{2}, \ldots\right\} \subseteq \mathbb{R}$ such that $\mathbb{P}\left(X^{-1}(E)\right)=1$. The collection of numbers $p_{k}=\mathbb{P}\left(X^{-1}\left(x_{k}\right)\right), k \geq 1$, is the probability mass function of $X$.

Theorem 1. If $X$ is a random variable defined on a finite probability space, then $X$ is a discrete random variable.

Definition 8. Let $X$ be a random variable defined on a probability space $(\Omega, \mathbb{P})$. The distribution function of $X$ is defined as the function $F: \mathbb{R} \longrightarrow \mathbb{R}$ given by

$$
F(x)=\mathbb{P}(\{\omega \in \Omega: X(\omega) \leq x\}), \quad x \in \mathbb{R} .
$$

For simplicity, from this point forward we write $\mathbb{P}(X \leq x)$ for the probability $\mathbb{P}(\{w \in \Omega: X(\omega) \leq x\})$. Similarly, $\mathbb{P}(\{w \in \Omega: X(\omega)=x\})$ is denoted by $\mathbb{P}(X=x)$. In order to avoid technical issues regarding convergence of series, from this point forward we restrict ourselves to random variables defined over a finite probability space. In this case we have a probability mass function of the form $\left\{p_{1}, \ldots, p_{s}\right\}$ for some $s \geq 1$, where $p_{k}=\mathbb{P}\left(X=x_{k}\right)$. The integer $s$ is not of prime interest at this moment, so, for simplicity, we write the probability mass function of a random variable as $\left\{p_{1}, p_{2}, \ldots\right\}$ and leave it implied that this set has finitely many elements.

Definition 9. Let $X$ be a random variable defined over a finite probability space and let $\left\{p_{1}, p_{2}, \ldots\right\}$ be the probability mass function of $X$, where $p_{k}=\mathbb{P}\left(X=x_{k}\right)$. The expectation or expected value of $X$ is defined as

$$
\mathbb{E}[X]=\sum_{k} x_{k} p_{k} .
$$

The expected value of a random variable, frequently denoted by $\mu$ when there is no risk of confusion, is a real number that describes its central tendency. It can be seen as the average of the values that $X$ may assume, where each such value is weighted by its probability of occurring. We state below an important property of the expectation of a random variable and refer the reader to Chapter 3 of (ROHATGI; SALEH, 2011) for other results.

Theorem 2. If $X$ is a random variable and $a, b \in \mathbb{R}$, then $\mathbb{E}[a X+b]=a \mathbb{E}[X]+b$.

In order to investigate other parameters associated to a random variable, we need to consider the random variable defined by the composition of a real function and a random variable.

Theorem 3. Let $X$ be a random variable defined over a finite probability space $(\Omega, \mathbb{P})$ and let $\left\{p_{1}, p_{2}, \ldots\right\}$ be the probability mass function of $X$, where $p_{k}=\mathbb{P}\left(X=x_{k}\right)$. If $g: \mathbb{R} \longrightarrow \mathbb{R}$ is a real function, then the composition $g \circ X$ defines a random variable $Y$ over $(\Omega, \mathbb{P})$ such that

$$
\mathbb{E}[Y]=\sum_{k} g\left(x_{k}\right) p_{k} .
$$

Definition 10. Let $X$ be a random variable defined over a finite probability space and let $\mu=\mathbb{E}[X]$. The variance of $X$ is defined as $\mathbb{E}\left[(X-\mu)^{2}\right]$ and we write $\sigma^{2}=\mathbb{V}[X]=\mathbb{E}\left[(X-\mu)^{2}\right]$. The standard deviation of $X$ is defined as the real number $\sigma=\sqrt{\mathbb{V}[X]}$.

The variance of a random variable $X$ describes its deviation from its central tendency, that is, how spread are the possible values of $X$.

Theorem 4. Let $X$ be a random variable defined over a finite probability space. Then:
(i) $\mathbb{V}[X]=0$ if and only if there exists $x \in \mathbb{R}$ such that $\mathbb{P}(X=x)=1$;
(ii) $\mathbb{V}[X]=\mathbb{E}\left[X^{2}\right]-(\mathbb{E}[X])^{2}$;
(iii) if $\mu=\mathbb{E}[X]$ and $\sigma^{2}=\mathbb{V}[X]$, then the random variable $Y=(X-\mu) / \sigma$ satisfies $\mathbb{E}[Y]=0$ and $\mathbb{V}[Y]=1$.

The theorem below is known as the Chebyshev-Bienayme inequality and is of prime importance: it provides a bound for the probability that a random variable $X$ assumes a value distant from its mean.

Theorem 5. Let $X$ be a random variable defined over a finite probability space. If $k \in \mathbb{R}$, then

$$
\mathbb{P}(\{|X-\mu| \geq k\}) \leq \frac{\sigma^{2}}{k^{2}}
$$

### 2.2.2 Sequences of Random Variables

In this section we discuss the basic concepts regarding sequences of random variables. For instance, consider, for $n \geq 1$, the probability space $\left(\Omega_{n}, \mathbb{P}_{n}\right)$ defined by the uniform probability distribution on the set of rooted trees on $n$ nodes. Let $X_{n}$ be the random variable that represents the height of a tree in $\Omega_{n}$. One might wonder what is the expected value of $X_{n}$ and, moreover, what is the asymptotic behavior of the sequence $\left(\mathbb{E}\left[X_{n}\right]\right)_{n}$ as $n$ approaches infinity: does it stay bounded as $n$ approaches infinity? If not, does it grow approximately as $\sqrt{n}$ ? Or $\log n$ ? We
investigate similar questions in this thesis and we present in this section the basic definitions and results necessary for our work. We refer the reader to Chapter 6 of (ROHATGI; SALEH, 2011) for more on this topic. See (RUDIN, 1964) for results on sequences of real numbers and sequences of real functions.

Definition 11. Let $\left(f_{n}\right)_{n}$ be a sequence of real functions with common domain $D$. Then $\left(f_{n}\right)_{n}$ converges pointwise to a function $f: D \longrightarrow \mathbb{R}$ if, for $\epsilon>0$ and for every $x \in D$, there exists $n_{0}=n_{0}(\epsilon, x) \geq 1$ such that $\left|f_{n}(x)-f(x)\right|<\epsilon$ for all $n \geq n_{0}$.

Definition 12. Let $\left(X_{n}\right)_{n}$ be a sequence of random variables and let, for $n \geq 1$, $F_{n}: \mathbb{R} \longrightarrow \mathbb{R}$ be the distribution function of $X_{n}$. Let $X$ be a random variable with distribution function $F$. Then the sequence $\left(X_{n}\right)_{n}$ converges in distribution to $X$ if the sequence of functions $\left(F_{n}\right)_{n}$ converges pointwise to $F$ at every point $x$ at which $F$ is continuous. We write $X_{n} \xrightarrow{L} X$

Definition 13. Let $\left(X_{n}\right)_{n}$ be a sequence of random variables defined on the same probability space $(\Omega, \mathbb{P})$. Then the sequence $\left(X_{n}\right)_{n}$ converges in probability to a random variable $X$ defined on $(\Omega, \mathbb{P})$ if , for every $\epsilon>0$,

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\left|X_{n}-X\right|>\epsilon\right)=0
$$

We write $X_{n} \xrightarrow{P} X$.

In Definition 13 it is required that the random variables $X_{n}, n \geq 1$, are defined in the same probability space. However, we can extend this definition to the case where the random variables $X_{n}$ are defined in different probability spaces and $X$ is constant.

Definition 14. Let $\left(X_{n}\right)_{n}$ be a sequence of random variables defined on possibly distinct probability spaces $\left(\Omega_{n}, \mathbb{P}_{n}\right)$. Then the sequence $\left(X_{n}\right)_{n}$ converges in probability to a constant $c \in \mathbb{R}$ if, for every $\epsilon>0$,

$$
\lim _{n \rightarrow \infty} \mathbb{P}_{n}\left(\left|X_{n}-c\right|>\epsilon\right)=0
$$

We write $X_{n} \xrightarrow{P} c$.

### 2.3 Combinatorics

In this section we present the basic definitions and results concerning mappings. Our focus in this work rests on the dynamic properties of these objects. We stress that polynomials over finite fields and permutations are particular cases of mappings.

### 2.3.1 Mappings

Definition 15. A mapping is a function $\varphi:[m] \longrightarrow[m]$, where $m$ is a positive integer and $[m]=\{1, \ldots, m\}$.

We define the preimage of an element $y \in[m]$ under a mapping $\varphi:[m] \longrightarrow$ [ $m$ ] by

$$
\varphi^{-1}(y)=\{x \in[m]: \varphi(x)=y\} .
$$

It is clear that the size $\left|\varphi^{-1}(y)\right|$ of the preimage of $y$ satisfies $0 \leq\left|\varphi^{-1}(y)\right| \leq m$ for all $y \in[m]$.

Definition 16. The preimage size distribution or the indegree distribution of a mapping $\varphi:[m] \longrightarrow[m]$ is the vector $\left(n_{0}, n_{1}, \ldots, n_{m}\right)$, where $n_{k}$ denotes the number of elements with preimage size $k$, for $k=0,1, \ldots, m$.

Theorem 6. If $\varphi:[m] \longrightarrow[m]$ is a mapping and, for $k \geq 0, n_{k}$ denotes the number of elements with preimage size $k$, then

$$
\sum_{k \geq 0} n_{k}=\sum_{k \geq 1} k n_{k}=m .
$$

Consider the probability space given by the uniform distribution on $[m]$ and consider the random variable $\chi$ that represents the preimage size of an element, that is, $\chi(k)=\left|\varphi^{-1}(k)\right|$ for $k=1, \ldots, m$. It is clear that the expectation of this random variable is 1 :

$$
\begin{equation*}
\mathbb{E}[\chi]=\sum_{k \in[m]} \frac{1}{m} \chi(k)=\frac{1}{m} \sum_{k \in[m]}\left|\varphi^{-1}(k)\right|=1 . \tag{2.1}
\end{equation*}
$$

The variance of $\chi$ is called the coalescence of the mapping $\varphi$.
Definition 17. The coalescence of a mapping $\varphi:[m] \longrightarrow[m]$ is

$$
V(\varphi)=\sum_{y \in[m]} \frac{1}{m}\left|\varphi^{-1}(y)\right|^{2} .
$$

Let $\varphi:[m] \longrightarrow[m]$ be a mapping and let $x \in[m]$. The sequence $\left(x_{k}\right)_{k}$ defined by $x_{0}=x$ and $x_{k}=\varphi\left(x_{k-1}\right), k \geq 1$, is the orbit or the rho path of $x$. Since $[m]$ is a finite set, there exist $0 \leq j<k \leq m$ such that $x_{k}=x_{j}$. If $k, j$ are the least such integers, we define them to be the tail length and the rho length of $x$, respectively. The cycle length of $x$ is defined to be $k-j$. The study of these parameters are of crucial importance to several applications. The structure of a mapping is illustrated beautifully by its functional graph, defined next.

Definition 18. The functional graph associated to the mapping $\varphi:[m] \longrightarrow[m]$ is the directed graph $G=(V, E)$, where $V=[m]$ and $E=\{(x, f(x)), x \in[m]\}$.

It follows from the discussion above that the connected components of the functional graph of $\varphi$ consist of a cycle (that may be a loop) whose nodes are roots of trees. It should be noted that these trees, that we shall call cyclic trees, are directed from leaves to cyclic nodes.

The indegree of a node $y \in[m]$ is the number of edges of the form $(x, y) \in E$.

We note that the preimage size of an element $y \in[m]$ equals the indegree of the corresponding node.

Definition 19. A random mapping $\varphi:[m] \longrightarrow[m]$ is a mapping chosen uniformly at random among the set $\mathcal{F}_{m}$ of mappings on $m$ elements.

It is of interest to consider classes of mappings according to restrictions on their indegree distribution.

Definition 20. Let $\mathcal{J}$ be a set of non-negative integers that contains the number zero and at least one integer greater than one. A mapping $\varphi:[m] \longrightarrow[m]$ is a $\mathcal{J}$-mapping if $\left|\varphi^{-1}(y)\right| \in \mathcal{J}$ for all $y \in[m]$. If $\mathcal{J}=\{0,1, \ldots, d\}$ for some $d \geq 2$, then $\varphi$ is a d-mapping.

Definition 21. Let $\varphi:[n] \longrightarrow[n]$ be a mapping and let $s$ be its average rho length. The factor of non-randomness of $\varphi$ is the ratio between $s$ and $\sqrt{\pi n / 2}$. If $\mathcal{A}$ is a subset of the class $\mathcal{F}_{n}$ of mappings on $n$ nodes and $\bar{s}$ represents the average rho length over all mappings of $\mathcal{A}$, then the factor of non-randomness of $\mathcal{A}$ is the ratio between $\bar{s}$ and $\sqrt{\pi n / 2}$.

The quantity $\sqrt{\pi n / 2}$ represents the expected rho length of a random uniform mapping on $n$ nodes (ARNEY; BENDER, 1982). Thus the factor of non-randomness of a class $\mathcal{A}$ of mappings can be interpreted as a measure of how similar are the behaviour of random mappings and the mappings of $\mathcal{A}$.

### 2.3.2 Permutations

Definition 22. A mapping $\sigma:[m] \longrightarrow[m]$ is a permutation if $\sigma$ is surjective.

The set of all permutations on $m$ elements forms a group under the operation of composition; the definition of groups is presented in Section 2.4.1.

Definition 23. The group of all permutations $\sigma:[m] \longrightarrow[m]$ is the symmetric group on $m$ elements and is denoted by $S_{m}$.

Theorem 7. Let $\sigma:[m] \longrightarrow[m]$ be a mapping. The following statements are equivalent.
(i) $\sigma$ is a permutation;
(ii) $\sigma$ is injective;
(iii) $\left|\sigma^{-1}(y)\right|=1$ for all $y \in[m]$.

It follows from Theorem 7 that the connected components of the functional graph of a permutation are cycles. In other words, the cyclic trees of permutations contain a single node. Cycles of length 1 of permutations are fixed points.

Definition 24. Let $\sigma:[n] \longrightarrow[n]$ be a permutation. The inverse function of $\sigma$ is the mapping $\sigma^{-1}:[n] \longrightarrow[n]$ defined by $\sigma^{-1}(x)=y$ if and only if $\sigma(y)=x$, for $x \in[n]$.

The following result clarifies the asymptotic behaviour of the number of permutation on $n$ elements as $n$ approaches infinity.

Theorem 8 (Stirling's Formula).

$$
n!=\left(\frac{n}{e}\right)^{n} \sqrt{2 \pi n}\left(1+O\left(\frac{1}{n}\right)\right) .
$$

### 2.4 Algebraic Structures

The focus of this section is to present the basic definitions and properties regarding a field and the set of polynomials in one variable defined by it. Since the latter carries the algebraic structure of a ring and both rings and fields are naturally defined using groups, we present first the concept of a group. We refer the reader to Chapters 1,2 and 3 of LIDL; NIEDERREITER (2008) for the proofs of the results given in this section and more on these algebraic structures; see also Chapter 7 of (IRELAND; ROSEN, 1990). It should be noted that the results presented in this section may not follow the typical order in which they appear in classical textbooks, where results are presented in the logical order that their proofs demand.

### 2.4.1 Groups and Rings

Definition 25. A group $(G, *)$ is a set $G$ together with a binary operation * : $G \times G \longrightarrow G$ such that
(i) $a *(b * c)=(a * b) * c$, for all $a, b, c \in G$;
(ii) there is an element $e \in G$, the identity or the neutral element of $G$, such that $a * e=e * a=a$, for all $a \in G ;$
(iii) for each $a \in G$ there is an element $a^{\prime}$, the inverse of $a$, such that $a * a^{\prime}=$ $a^{\prime} * a=e$.

If $a * b=b * a$ for all $a, b \in G$, then the group $G$ is abelian. If $G$ has finitely many elements then $G$ is a finite group and its number of elements, denoted by $|G|$, is its order.

It is easy to prove that the neutral element of a group $G$ and the inverse of an element $a \in G$ are unique. The binary operation of the groups treated in this work are addition and multiplication. We use the usual notation for these operations, such as $a+a=2 a$ or $a \cdot a=a^{2}$. The neutral element is usually represented as 0 or 1 , if additive or multiplicative notation is used for $G$, respectively. From this point forward we use multiplicative notation for a generic group $G$. We often use the notation $G$ for $(G, \cdot)$.

Definition 26. Let $G$ be a group. If $H$ is a subset of $G$ such that $(H, \cdot)$ is a group, then $H$ is a subgroup of $G$.

Definition 27. Let $G$ be a group. The subgroup of $G$ consisting of all powers of an element $a \in G$ is the subgroup generated by $a$ and is denoted by $\langle a\rangle$. If $\langle a\rangle$ is finite, then its order is the order of $a$. Otherwise, $a$ is an element of infinite order.

Theorem 9. Let $G$ be a finite group. Then the order of every subgroup of $G$ divides the order of $G$. Moreover, if $a$ is an element of $G$, then the order of a divides the order of $G$.

In some cases the subgroup generated by an element $g$ of a group $G$ is the whole group. In these cases it is possible to write every element $h \in G$ as $h=g^{n}$ for some $n \geq 0$, where $g^{0}=1$.

Definition 28. A group $(G, \cdot)$ is cyclic if $G=\langle g\rangle$ for some $g \in G$. The element $g$ is a generator of the group $G$.

Example 1. The set $\mathbb{Z}$ of the integers together with the operation of addition is a cyclic group generated by 1. Its neutral element is 0 .

Definition 29. Let $\varphi: G \longrightarrow H$ be an application of a group $G$ into a group H. Then, $\varphi$ is a homomorphism if $\varphi(a \cdot b)=\varphi(a) \cdot \varphi(b)$ for all $a, b \in G$. If $\varphi$ is a bijection, then $\varphi$ is a (group) isomorphism and $G$ and $H$ are isomorphic. An automorphism is an isomorphism of $G$ onto $G$.

A group homomorphism $\varphi: G \longrightarrow H$ is an application that preserves the underlying algebraic structure of $G$ and $H$. If $\varphi$ is a bijection, then $G$ and $H$ are different presentations of the same group structure.

We introduce now basic definitions and properties regarding characters over a finite abelian group; see Section 5.1 of (LIDL; NIEDERREITER, 2008). Let $U=\{z \in \mathbb{C}:|z|=1\}$. We note that $U$ is a multiplicative group, where the inverse of an element $z \in U$ is its complex conjugate $\bar{z}$.

Definition 30. Let $G$ be a finite abelian group. A character of $G$ is a homomorphism $\chi: G \longrightarrow U$.

Theorem 10. Let $\chi$ be a character of a finite abelian group $G$. Then
(i) $\chi(e)=1$;
(ii) $\chi(g)$ is a $|G|$-th root of unity for all $g \in G$, that is, $\chi(g)^{|G|}=1$;
(iii) $\chi\left(g^{-1}\right)=\overline{\chi(g)}$ for all $g \in G$.

The set of characters of a finite abelian group $G$ together with the operation of composition forms itself a finite abelian group $G^{\wedge}$ of order $|G|$. The inverse of a character $\chi$ in $G^{\wedge}$ is given by the character $\bar{\chi}$ defined by $\bar{\chi}(g)=\chi(g)$, for $g \in G$. The neutral element of $G^{\wedge}$ is the trivial character, defined below.

Definition 31. Let $G$ be a finite abelian group. The trivial character $\chi_{0}$ of $G$ is the character given by $\chi_{0}(g)=1$, for all $g \in G$.

Theorem 11. Let $G$ be a finite abelian group. If $h \neq e$ is an element of $G$ and $\psi$ is a non-trivial character of $G$, then

$$
\sum_{g \in G} \psi(g)=0 \quad \text { and } \quad \sum_{\chi \in G^{\wedge}} \chi(h)=0 .
$$

Definition 32. Let $R$ be a set and let $+: R \times R \longrightarrow R$ and $\cdot: R \times R \longrightarrow R$ be binary operations on $R$. Then, $(R,+, \cdot)$ is a ring if:
(i) $(R,+)$ is an abelian group;
(ii) $a \cdot(b \cdot c)=(a \cdot b) \cdot c$ for all $a, b, c \in R$;
(iii) $a \cdot(b+c)=a \cdot b+a \cdot c$ and $(b+c) \cdot a=b \cdot a+c \cdot a$, for all $a, b, c \in R$.

Example 2. The set of the integers together with the operations of addition and multiplication is a ring.

### 2.4.2 Fields and Polynomials

Definition 33. If $(R,+, \cdot)$ is a ring and $\left(R^{*}, \cdot\right)$ forms a group, where $R^{*}=R \backslash\{0\}$, then $(R,+, \cdot)$ is a field. If $R$ has finitely many elements, then $(R,+, \cdot)$ is a finite field.

If $(R,+, \cdot)$ is a ring (field), we simply write $R$ is a ring (field); the operations of rings and fields in this text are always written additively and multiplicatively and are thus omitted in this context. Fields are usually denoted by $\mathbb{F}, \mathbb{K}$ or $\mathbb{L}$. We note that $\mathbb{Q}$ is a field and $\mathbb{Z}$ is not.

Let $p$ be a prime number and consider the application $\varphi: \mathbb{Z} \longrightarrow \mathbb{Z}_{p}=$ $\{0,1, \ldots, p-1\}$ defined as follows. For every integer $a$, write $a=q \cdot p+r$ with $q \in \mathbb{Z}, 0 \leq r \leq p-1$, and define $\varphi(a)=r$. It is possible to prove that the operations of addition and multiplication in $\{0,1, \ldots, p-1\}$ defined by $x+y=\varphi(x+y)$ and $x \cdot y=\varphi(x \cdot y), x, y \in\{0, \ldots, p-1\}$, are well defined: if $\varphi(x)=\varphi\left(x^{\prime}\right)$ and $\varphi(y)=\varphi\left(y^{\prime}\right)$, then $\varphi(x+y)=\varphi\left(x^{\prime}+y^{\prime}\right)$. It can also be proved that $\left(\mathbb{Z}_{p},+, \cdot\right)$ forms
a field, the Galois field of order $p$ denoted by $\mathbb{F}_{p}$. We often refer to this field as the set of integers modulo $p$. The proof of this result can be found in Section 2.1 of (LIDL; NIEDERREITER, 2008).

Definition 34. Let $R, S$ be rings. An application $\varphi: R \longrightarrow S$ is an homomorphism if $\varphi(a)+\varphi(b)=\varphi(a+b)$ and $\varphi(a) \cdot \varphi(b)=\varphi(a \cdot b)$, for all $a, b \in R$. If $\varphi$ is one-to-one and onto, then $\varphi$ is an isomorphism and $R$ and $S$ are isomorphic. An isomorphism of a ring onto itself is an automorphism.

The set of automorphisms of a ring $R$ forms a group under the operation of composition. The neutral element of this group is the identity and the inverse element of an automorphism $\varphi$ is its inverse $\varphi^{-1}$.

Definition 35. Let $\mathbb{K}$ be a field. If there exists a positive integer $n$ such that $n a=0$ for all $a \in \mathbb{K}$, then the least such integer is the characteristic of $\mathbb{K}$. If no such integer exists, the characteristic of $\mathbb{K}$ is zero.

Example 3. The field $\mathbb{Q}$ of the rational numbers has characteristic zero. The field $\mathbb{F}_{p}$ of the integers modulo $p$ has characteristic $p$.

Example 4. Let $\mathbb{F}_{p}[i]$ be the set of elements of the form $a+b i$, where $a, b \in \mathbb{F}_{p}$ and $i^{2}=-1$. Then $\mathbb{F}_{p}[i]$, together with the usual operations of addition and multiplication, is a field with $p^{2}$ elements and characteristic $p$.

Theorem 12 below states that the cardinality of every finite field is a prime power and provides uniqueness of finite fields in with a given cardinality; see also Theorem 33.

Theorem 12. Let $\mathbb{K}$ be a finite field with $q$ elements. Then:
(i) the characteristic of $\mathbb{K}$ is a prime number $p$;
(ii) there exists an integer $e \geq 1$ such that $q=p^{e}$.

Moreover, if $\mathbb{K}$ and $\mathbb{L}$ are finite fields with $q$ elements, then $\mathbb{K}$ and $\mathbb{L}$ are isomorphic.

A finite field with $q$ elements is denoted from now on as $\mathbb{F}_{q}$. There are two groups associated to every finite field $\mathbb{F}_{q}:\left(\mathbb{F}_{q},+\right)$ and $\left(\mathbb{F}_{q}^{*}, \cdot\right)$. These are the additive group and the multiplicative group of $\mathbb{F}_{q}$. It is not true that all groups are cyclic, but the algebraic structure that a finite field $\mathbb{F}_{q}$ carries implies that $\left(\mathbb{F}_{q},+\right)$ and $\left(\mathbb{F}_{q}^{*}, \cdot\right)$ are both cyclic.

Definition 36. Let $\mathbb{F}_{q}$ be a finite field. A generator of the group $\left(\mathbb{F}_{q}^{*}, \cdot\right)$ is a primitive element of $\mathbb{F}_{q}$.

Characters of finite fields are categorized into additive and multiplicative characters, as they could be defined over either one of the groups $\left(\mathbb{F}_{q},+\right)$ or $\left(\mathbb{F}_{q}^{*}, \cdot\right)$. For this thesis it is required only knowledge of basic properties of characters on the multiplicative group $\left(\mathbb{F}_{q}^{*}, \cdot\right)$ of $\mathbb{F}_{q}$.

Theorem 13. Let $\mathbb{F}_{q}$ be a finite field and let $g$ be a fixed primitive element of $\mathbb{F}_{q}$. Let $i$ be the imaginary complex number. If $\psi$ is a multiplicative character of $\mathbb{F}_{q}^{*}$ then, for some $j=0,1, \ldots, q-2, \psi$ is written as

$$
\psi\left(g^{k}\right)=\left(e^{2 \pi i j /(q-1)}\right)^{k}, \text { for } k=0,1, \ldots, q-2 .
$$

Moreover, every such function defines a multiplicative character.
Theorem 14. The group of multiplicative characters of a finite field $\mathbb{F}_{q}$ is cyclic of order $q-1$.

If $\mathbb{F}_{q}$ is a finite field with $q$ odd and $\psi$ is a generator of the group of multiplicative characters of $\mathbb{F}_{q}$, then $\eta=\psi^{(q-1) / 2}$ is a character of order 2.

We denote the quadratic multiplicative character of a field $\mathbb{F}_{q}$ of odd characteristic by $\eta(\cdot)$. If $g$ is a primitive element of $\mathbb{F}_{q}$, then $\eta$ is defined as in Theorem 13 with $j=(q-1) / 2$. We extend $\eta$ to $\mathbb{F}_{q}$ by defining $\eta(0)=0$; this implies that, for $a \in \mathbb{F}_{q}$,

$$
\eta(a)=\left\{\begin{align*}
0, & \text { if } a=0  \tag{2.2}\\
1, & \text { if } a=x^{2} \text { for some } x \in \mathbb{F}_{q}^{*}, \\
-1, & \text { otherwise }
\end{align*}\right.
$$

In other words, for $a \in \mathbb{F}_{q}^{*}, \eta(a)=1$ if and only if $a$ is the square of an element of $\mathbb{F}_{q}$. We note that the character defined in Equation (2.2) has order 2. Also, it follows from Theorem 11 that there are as many squares as non-squares in $\mathbb{F}_{q}^{*}$.

It follows from Theorem 14 that Equation (2.2) does not define a multiplicative character over a finite field of even characteristic, as the order of every element in a group divides the order of the group; see Theorem 9.

In the case of a finite field $\mathbb{F}_{p}$ with $p$ an odd prime number, the quadratic character $\eta$ of $\mathbb{F}_{p}$ is often referred to as the Legendre symbol of $\mathbb{F}_{p}$ (integers modulo $p)$ and is denoted by $(\cdot / p)$. For $a \in \mathbb{F}_{p}$, if $\eta(a)=1$ then $a$ is a quadratic residue modulo $p$; otherwise, it is a quadratic non-residue modulo $p$. Theorem 15 below is known as the Law of Quadratic Reciprocity and represents a valuable tool for handling Legendre symbols.

Theorem 15. Let $p, q$ be odd prime numbers. Then
(i) $\left(\frac{-1}{p}\right)=(-1)^{\frac{p-1}{2}}$.
(ii) $\left(\frac{2}{p}\right)=(-1)^{\frac{p^{2}-1}{\delta}}$.
(iii) $\left(\frac{p}{q}\right)\left(\frac{q}{p}\right)=(-1)^{\frac{p-1}{2} \frac{q-1}{2}}$.

The classical approach to the proof of Theorem 12 uses polynomials in one variable with coefficients on a field. For this reason it is frequently the case that polynomials are presented in textbooks before the proof of Theorem 12. Our purpose in this section is to simply introduce the basic concepts of fields and polynomials, so there is no harm done in inverting this order in our presentation.

It is known that the set of polynomials $f(x)=a_{0}+a_{1} x+\cdots+a_{d} x^{d}$ with coefficients in a field $\mathbb{F}$ forms a ring with the usual operations of sum and product, denoted by $\mathbb{F}[x]$. We refer to Section 1.3 of (LIDL; NIEDERREITER, 2008) for this result.

Definition 37. Let $f(x)=a_{0}+a_{1} x+\cdots+a_{d} x^{d}$ be a polynomial with coefficients in a field $\mathbb{F}$. If $a_{d} \neq 0$ then $d$ is the degree of $f$ and we write $\operatorname{deg}(f)=d$; moreover, if $a_{d}=1$ then $f$ is a monic polynomial.

If $\mathbb{F}$ is a field, then a rational function over $\mathbb{F}$ is defined as a quotient $f / g$ of polynomials $f, g \in \mathbb{F}[x]$. The set of rational functions over a field $\mathbb{F}$ forms a field under the usual operations of sum and addition. For a precise treatment of this, see the construction of the quotient ring of a ring $R$ by its set of invertible elements in Section II. 4 of LANG (2002).

It is possible to prove that the ring of polynomials supports a division with remainder that is analogous to the well known division algorithm in the ring of the integers: if $f, g$ are polynomials over a field $\mathbb{F}$ and $g(x) \neq 0$, then there exist polynomials $q, r \in \mathbb{F}[x]$ such that $0 \leq \operatorname{deg}(r)<\operatorname{deg} g$ and

$$
\begin{equation*}
f(x)=q(x) g(x)+r(x) . \tag{2.3}
\end{equation*}
$$

Definition 38. Let $f, g$ be polynomials over a field $\mathbb{F}$ of positive degree. If there exists a polynomial $h \in \mathbb{F}[x]$ such that $f(x)=g(x) h(x)$, then $g$ divides $f$.

Definition 39. Let $f$ be a polynomial over a field $\mathbb{F}$ of positive degree. If $f(x)=$ $g(x) h(x)$ implies that $\operatorname{deg}(g)=0$ or $\operatorname{deg}(h)=0$, then $f$ is irreducible. Otherwise, $f$ is a reducible polynomial.

Theorem 16. Let $\mathbb{F}$ be a field. If $f$ is a polynomial over $\mathbb{F}$ of positive degree, then $f$ can be written as

$$
f=a p_{1}^{e_{1}} \cdots p_{s}^{e_{s}}
$$

where $a \in \mathbb{F}, p_{1}, \ldots, p_{s} \in \mathbb{F}[x]$ are monic irreducible polynomials and $e_{1}, \ldots, e_{s}$ are positive integers. The expression above is the factorization of $f$ over $\mathbb{F}$ and is unique up to order in which the irreducible factors occur.

Let $\mathbb{F}$ be a field and let $f(x)=a_{0}+a_{1} x+\cdots+x_{d} a^{d}$ be a polynomial over $\mathbb{F}$. If $w \in \mathbb{F}$, we define the evaluation of $f$ at $w$ as

$$
f(w)=a_{0}+a_{1} w+\cdots a_{d} w^{d}
$$

It is clear that $f(w)$ is an element of $\mathbb{F}$.
Definition 40. Let $f$ be a polynomial over a field $\mathbb{F}$. If $w \in \mathbb{F}$ satisfies $f(w)=0$, then $w$ is a root of $f$.

Theorem 17. An element $w \in \mathbb{F}$ is a root of a polynomial $f \in \mathbb{F}[x]$ if and only if $x-w$ divides $f$.

Definition 41. Let $f$ be a polynomial over a field $\mathbb{F}$ and let $w \in \mathbb{F}$ be a root of $f$. If $n$ is a positive integer such that $(x-w)^{n}$ divides $f$ but $(x-w)^{n+1}$ does not, then $n$ is the multiplicity of $w$. If $n=1$, then $w$ is a simple root of $f$; otherwise, $w$ is a multiple root of $f$.

Theorem 18. Let $f$ be a polynomial over a field $\mathbb{F}$ of degree d. If $w_{1}, \ldots, w_{s}$ are distinct roots of $f$ in $\mathbb{F}$ with multiplicities $n_{1}, \ldots, n_{s}$, then $n_{1}+\cdots n_{s} \leq d$. In particular, $f$ has at most d distinct roots in $\mathbb{F}$.

Polynomials over a finite field $\mathbb{F}_{q}$ represent a particular case of mappings on $q$ elements; see Section 2.3.1. We consider the preimage size distribution of polynomials as discussed in Section 2.3.1. It follows from Theorem 18 that, if $f \in$ $\mathbb{F}_{q}[x]$ is a polynomial of degree $d$, then $n_{k}=0$ for $k>d$.

Definition 42. Let $f$ be a polynomial over a field $\mathbb{F}_{q}$. The value set of $f$ is

$$
V_{f}=\left\{y \in \mathbb{F}_{q}: y=f(x) \text { for some } x \in \mathbb{F}_{q}\right\}
$$

Definition 43. A polynomial $f \in \mathbb{F}_{q}[x]$ is a permutation polynomial if $\left|V_{f}\right|=q$.
Theorem 19. If $\sigma \in \mathbb{F}_{q}[x]$ is a polynomial given by $\sigma(x)=\alpha x+b$ with $\alpha \neq 0$, then $\sigma$ is a permutation polynomial. Moreover, $\sigma^{-1}$ is given by $\sigma^{-1}(x)=\alpha^{-1}(x-b)$.

It is clear that if $f \in \mathbb{F}_{q}[x]$ is a permutation polynomial, then $f: \mathbb{F}_{q} \longrightarrow \mathbb{F}_{q}$ is a bijection. In other words, $f$ acts as a permutation on the elements of $\mathbb{F}_{q}$. It should be noted that a polynomial $f \in \mathbb{Z}[x]$ gives rise to a polynomial $f_{p} \in \mathbb{F}_{p}$, for each prime number $p$, given by the reduction of its coefficients modulo $p$. It is possible that, for a given polynomial $f \in \mathbb{Z}[x]$, there exist prime numbers $p, p^{\prime}$, such that $f_{p} \in \mathbb{F}_{p}$ is a permutation but $f_{p^{\prime}} \in \mathbb{F}_{p^{\prime}}$ is not.

Theorem 20. Let $f, g$ be polynomials over a finite field $\mathbb{F}_{q}$. If $g(x)=a f(\alpha x+b)+c$, $a, \alpha, b, c \in \mathbb{F}_{q}$ with $a, \alpha$ non-zero, then $f$ and $g$ have the same indegree distribution.

Proof. Let $y$ be an element of $\mathbb{F}_{q}$. It follows from Theorem 19 that $f(x)=y$ if and only if $g\left(x^{\prime}\right)=y^{\prime}$, where $x^{\prime}=\alpha^{-1}(x-b)$ and $y^{\prime}=a y+c$. It follows that $\left|f^{-1}(y)\right|=\left|g^{-1}\left(y^{\prime}\right)\right|$ and, since $y$ is arbitrary,

$$
\left|\left\{y \in \mathbb{F}_{q}:\left|f^{-1}(y)\right|=k\right\}\right|=\left|\left\{y \in \mathbb{F}_{q}:\left|g^{-1}(y)\right|=k\right\}\right|,
$$

for all $k \geq 0$.

It is known that there are as many squares as non-squares in $\mathbb{F}_{q}^{*}$, if $q$ is odd; see the discussion on the quadratic character above. An expression for the indegree distribution of a quadratic polynomial over a field of odd characteristic follows at once from this fact.

Theorem 21. Let $\mathbb{F}_{q}$ be a field of odd characteristic. Let $f(x)=x^{2} \in \mathbb{F}_{q}[x]$ and let, for $k \geq 0, n_{k}$ be the number of elements with preimage size $k$ under $f$. Then,

$$
\left(n_{0}, n_{1}, n_{2}\right)=\left(\frac{q-1}{2}, 1, \frac{q-1}{2}\right) .
$$

Definition 44. Let $a$ be an element of a finite field $\mathbb{F}_{q}$ of characteristic $p>2$. Define, for $k \geq 1$, the Dickson polynomial $g_{k}(x, a)$ over $\mathbb{F}_{q}$ as

$$
g_{k}(x, a)=\sum_{j=0}^{\lfloor k / 2\rfloor} \frac{k}{k-j}\binom{k-j}{j}(-a)^{j} x^{k-2 j} .
$$

The Chebyshev polynomial of order $k$ over $\mathbb{F}_{q}$ is defined as

$$
T_{k}(x)=2^{-1} g_{k}(2 x, 1) .
$$

Theorem 22. The Dickson polynomial $g_{k}(x, a), a \in \mathbb{F}_{q}^{*}$, is a permutation polynomial over $\mathbb{F}_{q}$ if and only if $\operatorname{gcd}\left(k, q^{2}-1\right)=1$.

Theorems 23 and 24 below concern character sums with polynomials arguments. These results correspond to Theorems 5.48 and 5.41 of (LIDL; NIEDERREITER, 2008).

Theorem 23. Let $f(x)=a_{2} x^{2}+a_{1} x+a_{0} \in \mathbb{F}_{q}[x]$ with $q$ odd and $a_{2} \neq 0$. Put $D=a_{1}^{2}-4 a_{0} a_{2}$ and let $\eta$ be the quadratic character of $\mathbb{F}_{q}$. Then

$$
\sum_{c \in \mathbb{F}_{q}} \eta(f(c))=\left\{\begin{aligned}
-\eta\left(a_{2}\right), & \text { if } D \neq 0 \\
(q-1) \eta\left(a_{2}\right), & \text { if } D=0
\end{aligned}\right.
$$

Theorem 24. Let $\psi$ be a multiplicative character of $\mathbb{F}_{q}$ of order $m>1$ and let $f \in \mathbb{F}_{q}[x]$ be a monic polynomial of positive degree $d$ that is not an $m$-th power of a polynomial. Then for every $a \in \mathbb{F}_{q}$ we have

$$
\left|\sum_{c \in \mathbb{F}_{q}} \psi(a f(c))\right| \leq(d-1) q^{1 / 2} .
$$

### 2.4.3 Extensions of a Field

Definition 45. If $\mathbb{F}, \mathbb{K}$ are fields such that $\mathbb{F} \subseteq \mathbb{K}$, then $\mathbb{F}$ is a subfield of $\mathbb{K}$ and $\mathbb{K}$ is an extension (field) of $\mathbb{F}$.

Definition 46. A field containing no proper subfields is a prime field.

The intersection of any family of subfields of a given field $\mathbb{F}$ is a subfield of $\mathbb{F}$. It is clear that such an intersection is a prime field, that is the prime subfield of $\mathbb{F}$.

Theorem 25. Let $\mathbb{F}$ be a field. The prime subfield of $\mathbb{F}$ is isomorphic to $\mathbb{Q}$ or $\mathbb{F}_{p}$, according to the characteristic of $\mathbb{F}$ being 0 or a prime number $p$.

If $\mathbb{F}$ is a field extension of $\mathbb{K}$, then $\mathbb{F}$ may be seen as a vector space over $\mathbb{K}$. We refer the reader to (ANTON, 2010), for example, for the definition of a vector space, as well as the concept of dimension of a vector space.

Definition 47. Let $\mathbb{K}$ be a field extension of $\mathbb{F}$. If $\mathbb{K}$ represents a finite-dimensional vector space over $\mathbb{F}$, then $\mathbb{K}$ is a finite extension of $\mathbb{F}$. If we let $n$ be the dimension of $\mathbb{K}$ over $\mathbb{F}$, then $n$ is the degree of $\mathbb{K}$ over $\mathbb{F}$ and write $[\mathbb{K}: \mathbb{F}]$.

Theorem 26. If $\mathbb{L}$ is a finite field extension of $\mathbb{K}$ and $\mathbb{K}$ is a finite field extension of $\mathbb{F}$, then

$$
[\mathbb{L}: \mathbb{F}]=[\mathbb{L}: \mathbb{K}][\mathbb{K}: \mathbb{F}]
$$

Definition 48. Let $\mathbb{K}$ be a field extension of $\mathbb{F}$ and let $M$ be a subset of $\mathbb{K}$. We define $\mathbb{F}(M)$ to be the field obtained by the intersection of all subfields of $\mathbb{K}$ containing both $\mathbb{F}$ and $M$. If $M$ consists of a single element $\alpha \in \mathbb{K}$, then $\mathbb{F}(\alpha)$ is a simple extension of $\mathbb{F}$.

It is clear that $\mathbb{F}(M)$ is the smallest subfield of $\mathbb{K}$ containing $M$ and $\mathbb{F}$.

Definition 49. Let $\mathbb{K}$ be a field extension of a field $\mathbb{F}$ and let $\alpha \in \mathbb{K}$. If $\alpha$ satisfies a non-trivial polynomial equation $a_{n} \alpha^{n}+\cdots+a_{1} \alpha+a_{0}$ with $a_{j} \in \mathbb{F}$ not all being zero, then $\alpha$ is an algebraic element over $\mathbb{F}$. An extension $\mathbb{L}$ of $\mathbb{F}$ is algebraic if all elements of $\mathbb{L}$ are algebraic over $\mathbb{F}$.

Definition 50. Let $\mathbb{K}$ be a field extension of a field $\mathbb{F}$. If $\alpha \in \mathbb{K}$ is not an algebraic element over $\mathbb{F}$, then $\alpha$ is transcendental over $\mathbb{F}$.

Theorem 27. Let $\mathbb{K}$ be a field extension of $\mathbb{F}$ and let $\alpha \in \mathbb{K}$. Then $\alpha$ is a transcendental element of $\mathbb{K}$ over $\mathbb{F}$ if and only if the evaluation $f \longmapsto f(\alpha)$, for $f \in \mathbb{F}[x]$, gives an isomorphism of $\mathbb{F}[x]$ onto $\mathbb{F}(\alpha)$.

Definition 51. Let $\mathbb{F}(\alpha)$ be a simple algebraic extension of a field $\mathbb{F}$. The minimal polynomial of $\alpha$ over $\mathbb{F}$ is the monic polynomial $f$ of $\mathbb{F}[x]$ of least degree such that $f(\alpha)=0$. The degree of $f$ is the degree of $\alpha$ over $\mathbb{F}$.

Theorem 28. If $\mathbb{K}$ is a finite extension of $\mathbb{F}$, then $\mathbb{K}$ is an algebraic extension of $\mathbb{F}$.

We are able to describe the structure of a simple extension $\mathbb{F}(\alpha)$ of a field $\alpha$ by considering the following. Let $f \in \mathbb{F}$ and consider the application $\varphi$ defined on polynomials $g \in \mathbb{F}[x]$ such that $\varphi(g)=r$, with $r \in \mathbb{F}[x]$ as in Equation (2.3). It is
easy to see that the relation $\sim$ defined below is an equivalence relation (see Section 1.1 of (LIDL; NIEDERREITER, 2008)):

$$
g \sim h \text { if and only if } \varphi(g)=\varphi(h) .
$$

The operations of addition and multiplication on the set of equivalence classes of $\mathbb{F}[x]$ under the relation $\sim$ are well defined and form a ring $R=\mathbb{F}[x] /(f)$, the ring of polynomials modulo $g$.

Theorem 29. Let $\alpha \in \mathbb{K}$ be an algebraic element of degree $n$ over $\mathbb{F}$ and let $f$ be the minimal polynomial of $\alpha$ over $\mathbb{F}$. Then:
(i) $\mathbb{F}(\alpha)$ is isomorphic to the ring of polynomials modulo $f$;
(ii) $[\mathbb{F}(\alpha): \mathbb{F}]=n$ and $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$ is a basis of $\mathbb{F}(\alpha)$ over $\mathbb{F}$;
(iii) every $\beta \in \mathbb{F}(\alpha)$ is algebraic over $\mathbb{F}$ and its degree over $\mathbb{F}$ is a divisor of $n$.

Theorem 30. Let $\mathbb{F}_{q}$ be a finite field with $q=p^{n}$ elements. Then every subfield of $\mathbb{F}_{q}$ has $p^{m}$ elements, where $m$ is a positive divisor of $n$. Conversely, if $m$ is a positive divisor of $n$, then there exists a unique subfield of $\mathbb{F}_{q}$ with $p^{m}$ elements.

Theorem 31. Let $p$ be an odd integer, $q=p^{e}$ and let a be a non-square of $\mathbb{F}_{p}^{*}$. Then $\eta(a)=1$ in $\mathbb{F}_{q}$ if and only if $e$ is even.

Proof. Suppose that $\eta(a)=1$ in $\mathbb{F}_{q}$ and let $\alpha \in \mathbb{F}_{q}$ be such that $\alpha^{2}=a$. Since $a$ is not a square in $\mathbb{F}_{p}$, the polynomial $f(x)=x^{2}-a \in \mathbb{F}_{p}[x]$ is irreducible over $\mathbb{F}_{p}$. Hence $f$ is the minimal polynomial of $\alpha$ over $\mathbb{F}_{p}$ and, by Theorem 29, we have $\left[\mathbb{F}_{p}(\alpha): \mathbb{F}_{p}\right]=2$. The field $\mathbb{F}_{q}$ is an extension of $\mathbb{F}_{p}(\alpha)$, so Theorem 26 implies that $e$ is even.

Suppose that conversely that $e$ is even. It follows from Theorem 30 that $\mathbb{F}_{p^{2}}$ is a subfield of $\mathbb{F}_{q}$. Since $a$ is a non-square in $\mathbb{F}_{p}$, the argument above implies that $\mathbb{F}_{p^{2}}$
is isomorphic to $\mathbb{F}_{p}(\alpha)$, where $\alpha$ is a root of $f(x)=x^{2}-a$. Therefore, the equation $x^{2}-a$ has a solution in $\mathbb{F}_{q}$ and so $\eta(a)=1$ in $\mathbb{F}_{q}$.

Definition 52. Let $\mathbb{K}$ be an extension field of $\mathbb{F}$ and let $f \in \mathbb{F}[x]$. Then $f$ splits in $\mathbb{K}$ if $f$ factors completely into linear factors in $\mathbb{K}[x]$, that is,

$$
f(x)=a\left(x-\alpha_{1}\right) \cdots\left(x-\alpha_{d}\right),
$$

where $a$ is the leading coefficient of $f$ and $\alpha_{1}, \ldots, \alpha_{d} \in \mathbb{K}$ are not necessarily distinct. If $f$ splits in $\mathbb{K}$ and $\mathbb{K}=\mathbb{F}(M)$, with $M=\left\{\alpha_{1}, \ldots, \alpha_{d}\right\}$, then $\mathbb{K}$ is the splitting field of $f$ over $\mathbb{F}$.

Theorem 32. If $\mathbb{F}$ is a field and $f \in \mathbb{F}[x]$, then there exists a splitting field of $f$ over $\mathbb{F}$. Moreover, if $\mathbb{K}$ and $\mathbb{L}$ are splitting fields of $f$ over $\mathbb{F}$, then there exists an isomorphism $\varphi: \mathbb{K} \longrightarrow \mathbb{L}$ that maps roots of $f$ roots into each other and $\varphi(a)=a$ for all $a \in \mathbb{F}$.

Splitting fields contribute to the classification and the description of the structure of finite fields; see Theorem 12.

Theorem 33. If $\mathbb{F}_{q}$ is a finite field with $q=p^{e}$ elements, then $\mathbb{F}_{q}$ is isomorphic to the splitting field of $x^{q}-x$ over $\mathbb{F}_{p}$. In particular, every $a \in \mathbb{F}_{q}$ satisfies $a^{q}=a$.

Definition 53. If every polynomial $f \in \mathbb{F}[x]$ of degree $d \geq 1$ has a root in $\mathbb{F}$, then $\mathbb{F}$ is algebraically closed.

It follows that, if $\mathbb{F}$ is an algebraically closed field, then every polynomial $f$ over $\mathbb{F}$ splits in $\mathbb{F}$. It can be proved that, for every field $\mathbb{F}$, there exists an extension $\mathbb{K}$ of $\mathbb{F}$ such that $\mathbb{K}$ is algebraically closed; see Theorem 2.5 of (LANG, 2002).

Theorem 34 (Section V. 2 of (LANG, 2002)). Let $\mathbb{F}$ be a field. Then there exists an extension $\overline{\mathbb{F}}$ of $\mathbb{F}$ that is algebraically closed and algebraic over $\mathbb{F}$. Moreover, if $\mathbb{K}$ and $\mathbb{L}$ are algebraic extensions of $\mathbb{F}$ that are algebraically closed, then there exists an isomorphism $\varphi: \mathbb{K} \longrightarrow \mathbb{L}$ such that the restriction of $\varphi$ to $\mathbb{F}$ is the identity.

Theorem 34 states that for every field $\mathbb{F}$ there exists an unique (up to isomorphism) algebraically closed field $\mathbb{K} \supseteq \mathbb{F}$ such that every element of $\mathbb{K}$ is the root of a polynomial over $\mathbb{F}$. This extension is the algebraic closure of $\mathbb{F}$.

Definition 54. Let $\mathbb{F}$ be a field. If $\mathbb{K}$ is an algebraic extension of $\mathbb{F}$ that is algebraically closed, then $\mathbb{K}$ is the algebraic closure of $\mathbb{F}$.

Next we present the concept of the Galois group of an extension of fields. We refer the reader to Section VI. 1 of (LANG, 2002) for more on this topic.

Definition 55. Let $\mathbb{K}$ be a field extension of $\mathbb{F}$. If $\sigma$ is an automorphism of $\mathbb{K}$ such that the restriction of $\sigma$ to $\mathbb{F}$ gives the identity of $\mathbb{F}$, then $\sigma$ is an automorphism of $\mathbb{K}$ over $\mathbb{F}$ or an automorphism of the extension $\left.\mathbb{K}\right|_{\mathbb{F}}$.

It is easy to see that the set of automorphisms of a field extension $\left.\mathbb{K}\right|_{\mathbb{F}}$ forms a group under the operation of composition.

Definition 56. Let $f$ be a polynomial over a field $\mathbb{F}$ with no multiple roots and let $\mathbb{K}$ be the splitting field of $f$ over $\mathbb{F}$. The group of automorphisms of $\mathbb{K}$ over $\mathbb{F}$ is denoted by $\operatorname{Gal}\left(\left.\mathbb{K}\right|_{\mathbb{F}}\right)$ and is the Galois group of $\left.\mathbb{K}\right|_{\mathbb{F}}$ or the Galois group of $f$ over $\mathbb{F}$.

Let $f(x)=a_{d} x^{d}+\cdots+a_{1} x+a_{0}$ be a polynomial over a field $\mathbb{F}$ with no multiple roots and let $\mathbb{K}$ be the splitting field of $f$ over $\mathbb{F}$. Then $\mathbb{K}=\mathbb{F}(M)$ with $M=\left\{\alpha_{1}, \ldots, \alpha_{d}\right\}$ being the set of roots of $f$ over $\mathbb{K}$. Let $\sigma$ be an automorphism of $\operatorname{Gal}\left(\left.\mathbb{K}\right|_{\mathbb{F}}\right)$. Since $\sigma(a)=a$ for all $a \in \mathbb{F}$, the automorphism $\sigma$ is determined by the image of $\sigma\left(\alpha_{i}\right)$, for $i=1, \ldots, d$. Moreover, the fact that $\sigma$ fixes the elements of $\mathbb{F}$ implies that

$$
0=\sigma(0)=\sigma\left(a_{d} \alpha_{i}^{d}+\cdots a_{1} \alpha_{i}+a_{0}\right)=a_{d} \sigma\left(\alpha_{i}\right)^{d}+\cdots a_{1} \sigma\left(\alpha_{i}\right)+a_{0}
$$

so $\sigma$ maps a root of $f$ to another root of $f$. For this reason we identify the elements of $\operatorname{Gal}\left(\left.\mathbb{K}\right|_{\mathbb{F}}\right)$ with the permutations on $d$ elements. The group $\operatorname{Gal}\left(\left.\mathbb{K}\right|_{\mathbb{F}}\right)$ is thus seen as a subgroup of the symmetric group $S_{d}$ on $d$ elements; see Definition 23.

Definition 57. Let $f \in \mathbb{F}[x]$ be a polynomial of degree $d \geq 2$ and suppose that $f$ is written as $f(x)=a\left(x-\alpha_{1}\right) \cdots\left(x-\alpha_{d}\right)$ over the splitting field of $f$ over $\mathbb{F}$. The discriminant of $D(f)$ of $f$ is defined as

$$
D(f)=a_{0}^{2 d-2} \prod_{1 \leq i<j \leq d}\left(\alpha_{i}-\alpha_{j}\right)^{2}
$$

It is clear from Definition 57 that $D(f)=0$ if and only if $f$ has a multiple root. It is possible to prove that $D(f) \in \mathbb{F}$ for every polynomial $f \in \mathbb{F}[x]$. There are known expressions for the discriminant of polynomials of small degree in terms of their coefficients. We present the formula for the discriminant of quadratic and cubic polynomials in Theorem 35; we give the discriminant of quartic polynomials only in the case of interest in the remainder of this thesis.

Theorem 35. Let $\mathbb{F}$ be a field and $f$ be a polynomial over $\mathbb{F}$.
(i) If $f(x)=a x^{2}+b x+c$, then $D(f)=b^{2}-4 a c$.
(ii) If $f(x)=a x^{3}+b x^{2}+c x+d$, then $D(f)=b^{2} c^{2}-4 b^{3} d-4 a c^{3}-27 a^{2} d^{2}+18 a b c d$.
(iii) If $f(x)=x^{4}+a x^{2}+b x+c$, then $D(f)=256 c^{3}-128 a^{2} c^{2}+\left(16 a^{4}+144 a b^{2}\right) c-$ $\left(4 a^{3} b^{2}+27 b^{4}\right)$.

The theorem below gives further illustration of the applications of the concept of discriminant of a polynomial. It relates the factorization of a polynomial over $\mathbb{F}_{q}$ into irreducible factors with its discriminant.

Theorem 36 (Pellet-Stickelberger). Let $f$ be a monic polynomial over $\mathbb{F}_{q}$ with $q$ odd, $d=\operatorname{deg} f$ and discriminant $D \neq 0$. If $\ell$ is the number of irreducible factors in the factorization of $f$ over $\mathbb{F}_{q}$, then

$$
\eta(D)=(-1)^{d-\ell}
$$

where $\eta$ is the quadratic character of $\mathbb{F}_{q}$.

Theorem 36 was used in (SWAN, 1962) to prove that there are no irreducible polynomials of the form $x^{n}+x^{k}+1$ over $\mathbb{F}_{2}$ with degree multiple of 8 . Polynomials of this form have important applications in cryptography, such as the efficient representation of a finite field in a computer; see Section 1 of (VON ZUR GATHEN, 2003), for example. We use Theorem 36 in Chapter 3 to investigate the indegree distribution of polynomials over finite fields.

## 3 DISTRIBUTION OF INDEGREES OF POLYNOMIALS OVER FINITE FIELDS

In Chapter 1 we introduced the motivation for this thesis, namely the cryptographic problems related to iterations of mappings and polynomials over finite fields. Understanding Pollard's method for the factorization of integers remains an important problem of this field 40 years past its publication. The rho length of a node represents just one of the parameters of interest defined over the functional graph of polynomials over a finite field. The Brent-Pollard heuristic (BRENT; POLLARD, 1981) and known asymptotic results on the distribution of these parameters (ARNEY; BENDER, 1982; FLAJOLET; ODLYZKO, 1990; KNUTH, 2011a) lead us to consider the indegree distribution of polynomials over finite fields as a determinant aspect of their statistics.

Previous authors have considered the indegree distribution of polynomials over finite fields in their work, many of them motivated by the problem of determining the value set of polynomials (see Definition 42). If $f$ is a polynomial over $\mathbb{F}_{p}$, then it is easy to prove that $\left|f^{-1}(y)\right| \leq \operatorname{deg}(f)$ for all $y \in \mathbb{F}_{p}$; see Theorem 18. Hence it is natural to consider $d$-mappings, defined in Section 2.3.1 as mappings with indegrees bounded by $d$, as a model for the Brent-Pollard heuristic. However, in the functional graph of a quadratic polynomial modulo an odd prime $p$, only one node has indegree 1 , while the remaining $p-1$ nodes are split in half between nodes with indegree 0 and 2; see Theorem 21. Therefore one might consider more elaborate restrictions on the indegrees of the mappings in the Brent-Pollard heuristic, such as $\mathcal{J}$-mappings; see Definition 20. In this chapter we exhibit known results on the indegree distribution of polynomials over finite fields and present our contributions to the field; they are motivated by our interest in explaining the randomness of
polynomials when seen as mappings.

In Sections 3.1 and 3.2 we survey the known results on the indegree distribution of cubic and quartic polynomials over finite fields, giving new proofs on known results. We also improve one of the cases for quartic polynomials over $\mathbb{F}_{q}$, with $q=p^{e}, p>3$ and $e>1$. Our main contributions are presented in Section 3.3. We determine the asymptotic indegree distribution of the class of general polynomials (BIRCH; SWINNERTON-DYER, 1959) using the results of (COHEN, 1970). This allows us to prove that the asymptotic coalescence of these polynomials is 1 . This is an important result in the context of the Brent-Pollard heuristic; the implications are treated in Chapter 4. We prove under a plausible assumption that the indegree distribution and the coalescence of a typical polynomial over $\mathbb{F}_{p}$ of a fixed degree is dominated by the behavior of the corresponding general polynomials. These results also provide support for our experimental results concerning the Brent-Pollard heuristic, presented in Chapter 4.

In this chapter we investigate the indegree distribution $\left(n_{0}, \ldots, n_{d}\right)$ of a polynomial $f(x)=a_{d} x^{d}+\cdots+a_{1} x+a_{0}, a_{d} \neq 0$, over $\mathbb{F}_{q}, q=p^{e}$ with $p$ odd. Theorem 20 implies that we can assume without loss of generality that $a_{d}=1$ and $a_{d-1}=a_{0}=0$. In the case of a quadratic polynomial, the distribution of $\left(n_{0}, n_{1}, n_{2}\right)$ is easily derived from known properties of the quadratic character on finite fields; see Theorem 21. We study next the indegree distribution of cubic and quartic polynomials, before proceeding to a general polynomials of degree $d \geq 2$.

The results of this chapter have been accepted for publication in the International Jounal of Number Theory. The submitted version is available in (MARTINS; PANARIO, 2016).

### 3.1 Cubic Polynomials

The distribution of the indegrees of a cubic polynomial $f(x)=x^{3}+b x$ over $\mathbb{F}_{q}$, $q=p^{e}$ with $p>3$, is well known, although it is not easy to determine who was the first to state and prove this. It is easily derived from the size of the value set of the polynomial; see Section 8.3 of (MULLEN; PANARIO, 2013). It was established in (STERNECK, 1908) in the case of $q=p$ a prime number. The result for the general case is stated without proof in (UCHIYAMA, 1954) and it is proved apparently for the first time in (TURNWALD, 1995). We give a proof using Pellet-Stickelberger parity theorem (LIDL; NIEDERREITER, 2008; MULLEN; PANARIO, 2013). For the remainder of this section, unless stated otherwise, $\mathbb{F}_{q}$ denotes a finite field of characteristic $p>3$.

It follows from Theorem 36 that the number $N_{r}$ of solutions of $x^{3}+b x-r=0$ is partially determined by its discriminant $D_{r}=-4 b^{3}-27 r^{2}$ :

$$
N_{r}=\left\{\begin{align*}
0 \text { or } 3, & \text { if } \eta\left(D_{r}\right)=1  \tag{3.1}\\
1, & \text { if } \eta\left(D_{r}\right)=-1
\end{align*}\right.
$$

We observe that if $D_{r}=0$, we cannot conclude anything using Equation (3.1). If we write

$$
\begin{equation*}
\Delta_{r}=-3^{-1} \cdot D_{r}=3^{-1} 4 b^{3}+(3 r)^{2} \tag{3.2}
\end{equation*}
$$

by the multiplicativity of the quadratic character, we conclude that determining the value that $D_{r}$ assumes is essentially equivalent to studying $\Delta_{r}$.

Lemma 1. We have $\eta\left(-3^{-1}\right)=1$ in $\mathbb{F}_{q}$ if and only if $q \equiv 1(\bmod 3)$.

Proof. Let $p$ be the characteristic of $\mathbb{F}_{q}$ and write $q=p^{e}$. We note that, if $q \equiv 1$ $(\bmod 3)$, then either $p \equiv 1(\bmod 3)$ or $p \equiv 2(\bmod 3)$ with $e$ even and Theorem 31 implies that $-3^{-1}$ is a square in $\mathbb{F}_{q}$. Conversely, if $q \equiv 2(\bmod 3)$, then $p \equiv 2$
$(\bmod 3)$ and $e$ is an odd integer. Since $-3^{-1}=(-3)^{-1}$, we have

$$
\left(\frac{-3^{-1}}{p}\right)=\left(\frac{-3}{p}\right)^{-1}=\left(\frac{-3}{p}\right)=\left(\frac{-1}{p}\right)\left(\frac{3}{p}\right)
$$

It follows from Theorem 15 that

$$
\left(\frac{-3^{-1}}{p}\right)=(-1)^{\frac{p-1}{2}}(-1)^{\frac{3-1}{2} \frac{p-1}{2}}\left(\frac{p}{3}\right)=\left(\frac{p}{3}\right) .
$$

Therefore $-3^{-1}$ is a non-square in $\mathbb{F}_{p}$ and, by Theorem 31, $\eta\left(-3^{-1}\right)=-1$.

The cases $b \neq 0$ and $b=0$ should be treated separately, as $\eta\left(\Delta_{r}\right)$ has a trivial behaviour in the latter. We consider first the case $b=0$. It is well known that, if $p \equiv 2(\bmod 3)$, then $f$ is a permutation polynomial; see Section 8.1 of (MULLEN; PANARIO, 2013). We give a proof of this fact.

Proposition 1. For $q=p^{e}$ with $q \equiv 2(\bmod 3)$, the polynomial $f(x)=x^{3}$ acts as a permutation on $\mathbb{F}_{q}$.

Proof. From (3.2) and Lemma 1 we have $\eta\left(D_{r}\right)=-1$ for every non-zero $r \in \mathbb{F}_{q}$. Hence, by (3.1), every non-zero node in the functional graph of $f$ has indegree 1 . The result follows from the fact that the equation $x^{3}=0$ has exactly one solution in $\mathbb{F}_{q}$.

Proposition 2. If $f(x)=x^{3} \in \mathbb{F}_{q}[x]$ with $q \equiv 1(\bmod 3)$, then $\left(n_{0}, \ldots, n_{3}\right)$ is given by

$$
V=\left(\frac{2}{3}(q-1), 1,0, \frac{1}{3}(q-1)\right) .
$$

Proof. The equation $x^{3}-r=0$ has discriminant $D_{r}=-27 r^{2}$. By Lemma 1 we have that $\eta\left(D_{r}\right)=1$ for every non-zero $r \in \mathbb{F}_{q}$. By (3.1) this means that $\left|f^{-1}(r)\right|=0$ or 3 for every non-zero $r$. The equation $x^{3}=0$ has exactly one solution over $\mathbb{F}_{q}$, hence $n_{1}=1$ and $n_{2}=0$. The result follows from Theorem 6.

We turn now our attention to the case $b \neq 0$. This implies that $\alpha=3^{-1} 4 b^{3} \neq$ 0 . Since (3.1) does not give us any information on the elements $r \in \mathbb{F}_{q}$ such that $D_{r}=0$, we treat them separately with the following lemma.

Lemma 2. Let $f(x)=x^{3}+b x \in \mathbb{F}_{q}[x], b \neq 0$, and let $\alpha=3^{-1} 4 b^{3}$. Then

$$
n_{2}= \begin{cases}0, & \text { if } \eta(-3 b)=-1 \\ 2, & \text { if } \eta(-3 b)=1\end{cases}
$$

Moreover, if $\eta(-3 b)=1$, the elements $r$ with indegree 2 are given by $r= \pm 3^{-1}$ a, where $a$ is such that $a^{2}=\alpha$.

Proof. The discriminant of the equation $x^{3}+b x=r$ is zero if and only if it has multiple roots. This means that either there are $\beta, \gamma \in \mathbb{F}_{q}$ such that $x^{3}+b x-r=$ $(x-\beta)^{2}(x-\gamma)$ or there is $\beta \in \mathbb{F}_{q}$ such that $x^{3}+b x-r=(x-\beta)^{3}$. The latter cannot hold if $b \neq 0$ because the coefficient of $x^{2}$ in $(x-\beta)^{3}$, for $\beta \in \mathbb{F}_{q}^{*}$, is non-zero. Hence, we have $D_{r}=\Delta_{r}=0$ if and only if $r$ has indegree 2 in the functional graph of $f$. Moreover, $\Delta_{r}=0$ if and only if $(3 r)^{2}=-\alpha$ and this has a solution for $r$ over $\mathbb{F}_{q}$ if and only if $\eta(-\alpha)=\eta(-3 b)=1$. If this is the case and $a$ is such that $a^{2}=-\alpha$, we have $\Delta_{r}=0$ if and only if $3 r= \pm a$, as desired.

Once we determine $n_{1}$, the values of $n_{0}$ and $n_{3}$ are easily computed using Theorem 6. The following lemma shows that $n_{1}$ is given by the values assumed by the Legendre symbol on the images of a quadratic polynomial.

Lemma 3. Let $f(x)=x^{3}+b x \in \mathbb{F}_{q}[x], b \neq 0$, and $\alpha=3^{-1} 4 b^{3}$. Let us also consider

$$
\begin{aligned}
L_{-1} & =\#\left\{x \in \mathbb{F}_{q}: \eta\left(x^{2}+\alpha\right)=-1\right\}, \\
L_{1} & =\#\left\{x \in \mathbb{F}_{q}: \eta\left(x^{2}+\alpha\right)=1\right\} .
\end{aligned}
$$

Then the number of nodes with indegree 1 in the functional graph of $f$ is given by

$$
n_{1}=\left\{\begin{aligned}
L_{-1}, & \text { if } q \equiv 1(\bmod 3), \\
L_{1}, & \text { otherwise }
\end{aligned}\right.
$$

Proof. Theorem 19 implies that $3 r$ runs through all the elements in $\mathbb{F}_{q}$ when $r$ does the same. Since $\alpha=3^{-1} 4 b^{3}$ is a constant for a given polynomial $f$, we have that

$$
\begin{aligned}
L_{-1} & =\#\left\{k \in \mathbb{F}_{q}: \eta\left(\Delta_{r}\right)=-1\right\} \\
L_{1} & =\#\left\{k \in \mathbb{F}_{q}: \eta\left(\Delta_{r}\right)=1\right\}
\end{aligned}
$$

The result follows by Lemma 1 that gives, for every $r \in \mathbb{F}_{q}$ such that $D_{r} \neq 0$,

$$
\eta\left(D_{r}\right)=\left\{\begin{aligned}
\eta\left(\Delta_{r}\right), & \text { if } q \equiv 1(\bmod 3) \\
-\eta\left(\Delta_{r}\right), & \text { otherwise }
\end{aligned}\right.
$$

Next we consider the sum

$$
\begin{equation*}
\sum_{x \in \mathbb{F}_{q}} \eta\left(x^{2}+\alpha\right) \tag{3.3}
\end{equation*}
$$

Its terms are equal to $1,-1$ or 0 . Since the number of terms equal to 0 is easily described through $\eta(-3 b)$, the values of $L_{1}$ and $L_{-1}$ are determined by the value of the sum (3.3).

Proposition 3. Let $f(x)=x^{3}+b x, b \neq 0$, be a polynomial over $\mathbb{F}_{q}$. Then the number $n_{1}$ of nodes with indegree equal to 1 in the functional graph of $f$ is given by

$$
n_{1}=\frac{1}{2}(q-1+\eta(-3)-\eta(-3 b))
$$

Proof. It follows from Theorem 23 that

$$
\sum_{x \in \mathbb{F}_{q}} \eta\left(x^{2}+\alpha\right)=-\eta(1)=-1
$$

and, as a consequence, $L_{-1}=L_{1}+1$. We have $\eta\left(x^{2}+\alpha\right)=0$ for some $x \in \mathbb{F}_{q}$ if and only if $\eta(-\alpha)=\eta(-3 b)=1$ and, if so, there are two such elements. Hence, $L_{-1}+L_{1}=q-(1+\eta(-3 b))$ and

$$
\left(L_{-1}, L_{1}\right)=\left(\frac{1}{2}(q-\eta(-3 b)), \frac{1}{2}(q-2-\eta(-3 b))\right) .
$$

The value of $n_{1}$ follows from Lemma 3 .

The distribution of $\left(n_{0}, \ldots, n_{3}\right)$ for the case $b \neq 0$ follows from Lemma 2, Proposition 3 and Theorem 6. The next theorem summarizes the description of the distribution of indegrees of the functional graph of a cubic polynomial over a finite field of characteristic $p>3$.

Theorem 37. If $f(x)=x^{3}+b x \in \mathbb{F}_{q}, q=p^{e}$ with $p>3$, then $\left(n_{0}, \ldots, n_{3}\right)$ is given by
(i) $\left(\frac{1}{3}(q-\eta(-3)), \frac{1}{2}(q-1+\eta(-3)-\eta(-3 b)), 1+\eta(-3 b)\right.$, $\left.\frac{1}{6}(q-3-3 \eta(-3 b)-\eta(-3))\right)$, if $b \neq 0$;
(ii) $\left(\frac{2}{3}(q-1), 1,0, \frac{1}{3}(q-1)\right)$, if $b=0$ and $q \equiv 1(\bmod 3)$;
(iii) $(0, p, 0,0)$, if $b=0$ and $q \equiv 2(\bmod 3)$.

Corollary 1. If $f(x)=x^{3}+b x \in \mathbb{F}_{q}, q=p^{e}$ with $p>3$, then its coalescence satisfies
(i) $V=1-(1+\eta(-3 b)+\eta(-3)) / q$, if $b \neq 0$;
(ii) $V=2-2 / q$, if $b=0$ and $q \equiv 1(\bmod 3)$;
(iii) $V=0$, if $b=0$ and $q \equiv 2(\bmod 3)$.

Remark. Theorem 8.3.4 and Remark 8.3.6 of (MULLEN; PANARIO, 2013) state that the size of the value set $V_{f}$ of a cubic polynomial $f \in \mathbb{F}_{q}[x]$ that is not a permutation satisfies

$$
\lceil q / 3\rceil \leq \# V_{f} \leq q-\lceil(q-1) / 3\rceil .
$$

If $q \equiv 1(\bmod 3)$, then the lower bound is achieved by the polynomials in case (ii). The polynomials in case (i) achieve equality in the upper bound whether $q \equiv 1$ or 2 $(\bmod 3)$.

If $b \neq 0$, then

$$
\left(n_{0}, \ldots, n_{3}\right)=\left(\frac{1}{3}\left(q+c_{0}\right), \frac{1}{2}\left(q+c_{1}\right), c_{2}, \frac{1}{6}\left(q+c_{3}\right)\right),
$$

where $c_{0}, \ldots, c_{3}$ are bounded as $q$ approaches infinity. The asymptotic distribution in this case satisfies $\left(n_{0} / q, \ldots, n_{3} / q\right) \sim(1 / 3,1 / 2,0,1 / 6)$, as $q$ approaches infinity. If $b=0$ and $q \equiv 1(\bmod 3)$, then the asymptotic distribution satisfies $\left(n_{0} / q, \ldots, n_{3} / q\right) \sim(2 / 3,0,0,1 / 3)$, as $q$ approaches infinity. The asymptotic distribution of preimage sizes of polynomials over finite fields is considered in the next section, where we study heuristics for the approximation of polynomials over finite fields by random mappings.

The characteristic 3 case is approached by the same arguments. To determine the distribution of $\left(n_{0}, \ldots, n_{3}\right)$ for $f(x)=x^{3}+b x$, we note that the discriminant of $x^{3}-b x-r$ is, in this case, given by $D(r)=-4 b^{3}$. This implies $\eta(D(r))=\eta(-b)$. If $\eta(-b)=1$, then it follows from (3.1) and Theorem 6 that $\left(n_{0}, \ldots, n_{3}\right)=(2 q / 3,0,0, q / 3)$. If $\eta(-b)=-1$, then, by (3.1), we have $n_{1}=q$, that is, $f$ is a permutation polynomial. See Proposition 4.6 of (TURNWALD, 1995) for a proof of the size of the value set of a cubic polynomial in this case.

### 3.2 Quartic Polynomials

Let $f(x)=x^{4}+a x^{2}+b x$ be a polynomial over $\mathbb{F}_{q}, q=p^{e}$ with $p>3$. As we will see, the following division into cases comes up naturally when studying the distribution of $\left(n_{0}, \ldots, n_{4}\right)$ :
(i) $a=b=0$ and $q \equiv 1(\bmod 4)$;
(ii) $a=b=0$ and $q \equiv 3(\bmod 4)$;
(iii) $a \neq 0$ and $b=0$;
(iv) $b \neq 0$.

Cases (i) and (ii) correspond to the polynomial $f(x)=x^{4}$. Precise results for the size of the value set of such polynomials are well know (see Section 8.3 of (MULLEN; PANARIO, 2013)), but we also give a proof of this in this section.

The problem of estimating $\left(n_{0}, \ldots, n_{4}\right)$ for $q=p$ was studied in (MCCANN; WILLIAMS, 1967), where the authors give asymptotic estimates as $q$ approaches infinity. The cases (i)-(iii) are estimated with an error term of $O(1)$, but the authors say it is possible to give precise values in these cases. The distribution in case (iv) was estimated with an error term of $O\left(p^{1 / 2}\right)$. Theorems 2.2 and 2.3 of (SUN, 2006) give an explicit expression for the value set of a polynomial $x^{4}+a x^{2}+b x \in \mathbb{F}_{p}[x]$ with $b \neq 0$, but it does not appear to be easy to derive an explicit enumeration result from this. See (SUN, 2006) also for connections with elliptic curves and several special cases where the value set of such a polynomial is determined explicitly.

The case $q=p^{e}$ with $e>1$ was solved in (COHEN, 1970) by Cohen with an error term of $O\left(q^{1 / 2}\right)$ in all cases, as $q$ approaches infinity. We improve the results
of (COHEN, 1970) and (MCCANN; WILLIAMS, 1967) in case (iii) by giving exact results. We also give a new proof for case (iv). This proof is short and elementary: we use results that are proved here using elementary techniques and a result of WILLIAMS (1967) on the value set of these polynomials. Lemma 4 below is used in this case as well as in cases (i)-(iii).

Lemma 4. If $f(x)=x^{4}+a x^{2}+b x \in \mathbb{F}_{q}[x]$ then $n_{3} \leq 3$. Moreover, if $b=0$, then

$$
n_{3}=\left\{\begin{aligned}
0, & \text { if } a=0 \\
\frac{1}{2}(1+\eta(-a)), & \text { otherwise } .
\end{aligned}\right.
$$

Proof. Let $f$ be a quartic polynomial as above and assume that $f(x)-r=0$ has exactly three distinct roots in $\mathbb{F}_{q}$. It follows that $f$ factors completely into linear factors over $\mathbb{F}_{q}$ with exactly one squared linear factor. As a consequence, a necessary condition for $r$ to be a node of indegree 3 is that its discriminant $D(r)$, given by

$$
\begin{equation*}
D(r)=-256 r^{3}-128 a^{2} r^{2}-\left(16 a^{4}+144 a b^{2}\right) r-\left(4 a^{3} b^{2}+27 b^{4}\right), \tag{3.4}
\end{equation*}
$$

be zero. This is a cubic polynomial in $r$, hence $n_{3} \leq 3$.

Assume now that $b=0$ and write $f(x)=g\left(x^{2}\right)$, with $g(w)=w^{2}+a w$. If $g(w)-r$ has 0 or 1 distinct solutions in $\mathbb{F}_{q}$, then $\left|f^{-1}(r)\right| \leq 2$. If $g(w)-r=0$ has distinct solutions $\omega_{1}, \omega_{2}$ in $\mathbb{F}_{q}$, then the roots of $f(x)-r$ are given by $x^{2}=\omega_{1}$ and $x^{2}=\omega_{2}$. If $\omega_{1}$ and $\omega_{2}$ are non-zero, then $\left|f^{-1}(r)\right|$ is even. Therefore, the preimage size of an element $r$ is 3 if and only if $\omega_{1}=0$ and $\eta\left(\omega_{2}\right)=1$. The condition $\omega_{1}=0$ implies $r=0$ and $\omega_{2}=-a$, hence we have $\left|f^{-1}(r)\right|=3$ if and only if $r=0$ and $\eta(-a)=1$.

We derive estimates with different arguments in the cases $b=0$ and $b \neq$ 0. In the first case we have $f(x)=g\left(x^{2}\right)$ for some quadratic polynomial $g(w) \in$
$\mathbb{F}_{q}[w]$. This allows us to not only give more elementary proofs but to obtain explicit enumeration results.

Case $\mathbf{b}=\mathbf{0}$. If $f(x)=g\left(x^{2}\right)$ for some quadratic polynomial $g(w) \in \mathbb{F}_{q}[w]$, we prove in Lemma 5 below that $n_{1} \leq 1$; we give a precise result on this. Moreover, we determine precisely the cardinality of its value set. Since $n_{0}=q-\# V_{f}$, the distribution of $\left(n_{0}, \ldots, n_{4}\right)$ follows using Theorem 6.

Lemma 5. If $f(x)=x^{4}+a x^{2} \in \mathbb{F}_{q}[x]$ then

$$
n_{1}=\left\{\begin{array}{rr}
1, & \text { if } a=0 \\
\frac{1}{2}(1-\eta(-a)), & \text { if } a \neq 0
\end{array}\right.
$$

Proof. If $a=0$, the equation $x^{4}=r$ has exactly one root in $\mathbb{F}_{q}$ if and only if $r=0$. Let $a \neq 0$ and write $f(x)=g\left(x^{2}\right)$ with $g(w)=w^{2}+a w=(w+a / 2)^{2}-a^{2} / 4$. The polynomial $g$ has exactly one root in $\mathbb{F}_{q}$ if and only if $r=-a^{2} / 4$. The roots of $f$ in $\mathbb{F}_{q}$ are in this case given by $z^{2}=-a / 2$, hence $\left|f^{-1}\left(-a^{2} / 4\right)\right|=0$ or 2.

If $g$ has distinct roots $\omega_{1}, \omega_{2}$ in $\mathbb{F}_{q}$, then $f(x)=0$ if and only if $x^{2}=\omega_{1}$ or $x^{2}=\omega_{2}$. This gives exactly one root for $f$ in $\mathbb{F}_{q}$ if and only if $\omega_{1}=0$ and $\eta\left(\omega_{2}\right)=-1$. We have $g(0)=0$ if and only if $r=0$ and $\omega_{2}=-a$. It follows that there is an element $r$ with preimage size 1 in the case $a \neq 0$ if and only if $\eta(-a)=-1$ and, if so, $n_{1}=1$.

It is enough to determine the value of $n_{0}=q-\# V_{f}$ to finish the case $b=0$. The following two lemmas determine the size of the value set of such polynomials. The first one is a standard result and can be found in Section 8.3 of (MULLEN; PANARIO, 2013), but we give a proof for completeness using our framework.

Lemma 6. The value set of a polynomial $f(x)=x^{4} \in \mathbb{F}_{q}[x]$ has cardinality $1+(q-$ 1) $/ \operatorname{gcd}(q-1,4)$.

Proof. We have $\# V_{f}=1+\# V_{f}^{*}$, where $V_{f}^{*}=\left\{w^{2}: w \in \mathbb{F}_{q}^{*}\right.$ is a square $\}$. The set of all squares of the multiplicative group $\mathbb{F}_{q}^{*}$ has cardinality $(q-1) / 2$; see Section 2.4.2. The cardinality of $V_{f}^{*}$ is given by the difference between $(q-1) / 2$ and the number of collisions $w_{1}^{2}=w_{2}^{2}$, for $w_{1}, w_{2}$ distinct squares of $\mathbb{F}_{q}$. This happens if and only if $w_{2}=-w_{1}$, that is, if $\eta(-1)=1$. Theorems 15 and 31 imply that this is true if and only if $q \equiv 1(\bmod 4)$, so

$$
\# V_{f}^{*}= \begin{cases}(q-1) / 4, & \text { if } q \equiv 1 \quad(\bmod 4) \\ (q-1) / 2, & \text { if } q \equiv 3 \\ (\bmod 4)\end{cases}
$$

that is, $\# V_{f}^{*}=(q-1) / \operatorname{gcd}(q-1,4)$.

The value set of quartic polynomials $f(x)=x^{4}+a x^{2} \in \mathbb{F}_{q}[x]$ with $a \neq 0$ has already been determined in the case $q=p$ (STERNECK, 1908); see also (MCCANN; WILLIAMS, 1967). As far as we know, we are the first to give a precise result in the case $q=p^{e}$ with $p>3$ and $e>1$.

Proposition 4. If $f(x)=x^{4}+a x^{2} \in \mathbb{F}_{q}[x]$ with $a \neq 0$, then

$$
\# V_{f}=\frac{1}{8}(3 q+4-2 \eta(-a)+\eta(-1)+2 \eta(-2 a)) .
$$

Proof. We have

$$
\# V_{f}=\#\left\{w^{2}+a w: w \in \mathbb{F}_{q} \text { is a square }\right\}
$$

and, by completing squares, we can write

$$
\# V_{f}=\#\left\{\left(w+\frac{a}{2}\right)^{2}-\frac{a^{2}}{4}: w \in \mathbb{F}_{q} \text { is a square }\right\} .
$$

It is easy to see that, if $g, h$ are polynomials over $\mathbb{F}_{q}$ such that $h(x)=g(x)+\alpha$, for some $\alpha \in \mathbb{F}_{q}$, then $\# V_{g}=\# V_{h}$. Hence,

$$
\# V_{f}=\#\left\{\left(w+\frac{a}{2}\right)^{2}: w \in \mathbb{F}_{q} \text { is a square }\right\}
$$

Since the number of squares in $\mathbb{F}_{q}$ is $(q+1) / 2$, if we determine the number of distinct squares $w_{1}, w_{2}$ of $\mathbb{F}_{q}$ such that $\left(w_{1}+a / 2\right)^{2}=\left(w_{2}+a / 2\right)^{2}$, we are able to estimate $\# V_{f}$. We note that this happens if and only if

$$
\begin{equation*}
w_{1}+\frac{a}{2}=-\left(w_{2}+\frac{a}{2}\right), \text { that is, } w_{1}+a=-w_{2} . \tag{3.5}
\end{equation*}
$$

We treat the case where $w_{2}=0$ separately and determine the number of squares $w$ of $\mathbb{F}_{q}$ such that $\eta(w+a)=\eta(-1)$.

Let $S=\sum_{x \in \mathbb{F}_{q}} \eta\left(x^{2}+a\right)$. We use Theorem 23 to determine how many terms are equal to 0,1 and -1 in $S$. This allows us to determine how many squares $w$ of $\mathbb{F}_{q}$ are such that $\eta(w+a)=\eta(-1)$. We treat the term $\eta(a)$ separately because, with the exception of this term, there is a 2 -to- 1 correspondence between the terms of $S$ and the squares of $\mathbb{F}_{q}$. Write $S=\eta(a)+S^{\prime}$ and let $N_{1}$ and $N_{-1}$ be the number of terms equal to 1 and -1 in $S^{\prime}$. Since the sum $S^{\prime}$ contains $q-1-(1+\eta(-a))$ non-zero terms, it follows from Theorem 23 that

$$
\left\{\begin{array}{l}
N_{1}+N_{-1}=q-1-(1+\eta(-a)), \\
N_{1}-N_{-1}=-(1+\eta(a)) .
\end{array}\right.
$$

Thus $N_{1}=(q-3-\eta(-a)-\eta(a)) / 2$ and $N_{-1}=(q-1-\eta(-a)+\eta(a)) / 2$. Therefore, the number of terms in $S^{\prime}$ equal to $\eta(-1)$ is $(q-1-(1+\eta(-1))-$ $\eta(-a)-\eta(-1) \eta(a)) / 2$. This implies that the number of non-zero squares $w$ such that $\eta(w+a)=\eta(-1)$ is $(q-2-2 \eta(-a)-\eta(-1)) / 4$. Since $\eta(a)=\eta(-1)$ if and only if $\eta(-a)=1$, it follows that the number $N$ of squares $w$ such that $\eta(w+a)=\eta(-1)$ is given by

$$
\begin{equation*}
N=\frac{1}{4}(q-2-2 \eta(-a)-\eta(-1))+\frac{1}{2}(1+\eta(-a))=\frac{1}{4}(q-\eta(-1)) . \tag{3.6}
\end{equation*}
$$

We note that Equation (3.5) holds for $w_{2}=0$ if and only if $\eta(-a)=1$. Hence the total number of pairs $w_{1}, w_{2}$ such that (3.5) holds, with $w_{1}, w_{2}$ not necessarily distinct, is $N+(1+\eta(-a)) / 2$. We note that (3.5) holds for $w_{1}=w_{2}$ if and only if
$w_{1}=-a / 2$, and this holds if and only if $\eta(-2 a)=1$. It follows from (3.6) that the number of pairs of distinct squares $w_{1}, w_{2}$ such that (3.5) holds is

$$
N+\frac{1}{2}(1+\eta(-a))-\frac{1}{2}(1+\eta(-2 a))=\frac{1}{4}(q+2 \eta(-a)-\eta(-1)-2 \eta(-2 a)) .
$$

Therefore,

$$
\begin{aligned}
\# V_{f} & =\frac{q+1}{2}-\frac{1}{2} \cdot \frac{1}{4}(q+2 \eta(-a)-\eta(-1)-2 \eta(-2 a)) \\
& =\frac{1}{8}(3 q+4-2 \eta(-a)+\eta(-1)+2 \eta(-2 a))
\end{aligned}
$$

as desired.

Case $\mathbf{b} \neq \mathbf{0}$. The case of polynomials $f(x)=x^{4}+a x^{2}+b x$ with $b \neq 0$ is of a different nature because we cannot write $f(x)=g\left(x^{2}\right)$ for any $g \in \mathbb{F}_{q}[x]$. In addition to the equations of Theorem 6, we estimate the sum $n_{1}+4 n_{2}+9 n_{3}+16 n_{4}$ up to an error term of $O\left(q^{1 / 2}\right)$. The argument for this estimate is analogous to the one of (MCCANN; WILLIAMS, 1967).

Proposition 5. Let $f(x)=x^{4}+a x^{2}+b x$ be a polynomial over $\mathbb{F}_{q}$ with $b \neq 0$. Then

$$
n_{1}+4 n_{2}+9 n_{3}+16 n_{4}=2 q+O\left(q^{1 / 2}\right) .
$$

Proof. Define $N_{r}=\left|f^{-1}(r)\right|$, for $r \in \mathbb{F}_{q}$. We note that, if $\mathcal{N}_{j}$ denotes the set of elements of $\mathbb{F}_{q}$ with preimage size $j$, then

$$
\sum_{j=1}^{4} j^{2} n_{j}=\sum_{j=1}^{4} \sum_{x \in \mathcal{N}_{j}} j^{2}=\sum_{j=1}^{4} \sum_{x \in \mathcal{N}_{j}}\left|f^{-1}(x)\right|^{2}=\sum_{x \in \mathbb{F}_{q}}\left|f^{-1}(x)\right|^{2}=N_{f},
$$

where $N_{f}$ is the number of solutions $(x, y)$ in $\mathbb{F}_{q}$ to the equation $f(x)=f(y)$. If $N_{f}^{\prime}$ is the number of such solutions with $x \neq y$, then

$$
\begin{equation*}
N_{f}=q+N_{f}^{\prime} . \tag{3.7}
\end{equation*}
$$

We note that, if $x \neq y$, then $f(x)=f(y)$ if and only if

$$
\begin{equation*}
(x+y)\left(x^{2}+y^{2}+a\right)=-b . \tag{3.8}
\end{equation*}
$$

Since this is a cubic equation, the number of solutions $(x, y)$ of (3.8) with $x=y$ is at most 3. Hence, the total number $N_{f}^{\prime \prime}$ of solutions of (3.8) is such that

$$
\begin{equation*}
N_{f}^{\prime} \leq N_{f}^{\prime \prime} \leq N_{f}^{\prime}+3 \tag{3.9}
\end{equation*}
$$

We estimate $N_{f}^{\prime \prime}$ by noting first that, since $b \neq 0, x+y$ and $x^{2}+y^{2}+a$ are both non-zero. Therefore we can write $N_{f}^{\prime \prime}$ as

$$
\begin{equation*}
N_{f}^{\prime \prime}=\sum_{t \in \mathbb{F}_{q}^{*}} N_{f, t}, \tag{3.10}
\end{equation*}
$$

where $N_{f, t}$ is the number of solutions of the equations

$$
\left\{\begin{array}{l}
x^{2}+y^{2}+a=t, \\
x+y=-b t^{-1}
\end{array}\right.
$$

This is equivalent to

$$
x^{2}+\left(-b t^{-1}-x\right)^{2}+a=t,
$$

that is,

$$
x^{2}+b t^{-1} x+2^{-1}\left(b^{2} t^{-2}+a-t\right)=0 .
$$

We complete the square and note that this is equivalent to

$$
\left(x+2^{-1} b t^{-1}\right)^{2}=2^{-2} b^{2} t^{-2}-2^{-1}\left(b^{2} t^{-2}+a-t\right) .
$$

It follows that the number $N_{f, t}$ of solutions to this equation is given by

$$
N_{f, t}=1+\eta\left(2^{-2} b^{2} t^{-2}-2^{-1}\left(b^{2} t^{-2}+a-t\right)\right)=1+\eta\left(b^{2} t^{-2}-2\left(b^{2} t^{-2}+a-t\right)\right),
$$

that is,

$$
\begin{equation*}
N_{f, t}=1+\eta\left(2 t-2 a-b^{2} t^{-2}\right)=1+\eta\left(2 t^{3}-2 a t^{2}-b^{2}\right) . \tag{3.11}
\end{equation*}
$$

We used above the fact that the quadratic character $\eta$ is multiplicative and $\eta(4)=$ $\eta\left(t^{2}\right)=1$. It follows from (3.10), (3.11) and Theorem 24 that

$$
N_{f}^{\prime \prime}=\sum_{t \in \mathbb{F}_{q}^{*}}\left(1+\eta\left(2 t^{3}-2 a t^{2}-b^{2}\right)\right)=q-1+\sum_{t \in \mathbb{F}_{q}^{*}} \eta\left(2 t^{3}-2 a t^{2}-b^{2}\right)=q+O\left(q^{1 / 2}\right) .
$$

The result follows by (3.9) and (3.7).

A proof of the indegree distribution of polynomials of the form $x^{4}+a x^{2}+b x \in$ $\mathbb{F}_{q}[x], b \neq 0$, follows easily now. It is proved in (WILLIAMS, 1967) that the value set of these polynomials satisfies $\# V_{f}=5 q / 8+O\left(q^{1 / 2}\right)$, hence $n_{0}=3 q / 8+O\left(q^{1 / 2}\right)$. Since $n_{3}=O(1)$ by Lemma 4, all that remains to do is to estimate $n_{1}, n_{2}$ and $n_{4}$. These follow at once from the equations obtained in Theorem 6 and Proposition 5.

Theorem 38. Let $f(x)=x^{4}+a x^{2}+b x$ be a polynomial over $\mathbb{F}_{q}, q=p^{e}$ with $p>3$. Then $\left(n_{0}, \ldots, n_{4}\right)$ is given by
(i) $\left(\frac{3}{4}(q-1), 1,0,0, \frac{1}{4}(q-1)\right)$, if $a=b=0$ and $q \equiv 1(\bmod 4)$;
(ii) $\left(\frac{1}{2}(q-1), 1, \frac{1}{2}(q-1), 0,0\right)$, if $a=b=0$ and $q \equiv 3(\bmod 4)$;
(iii) $\left(\frac{1}{8}(5 q-4+2 \eta(-a)-t), \frac{1}{2}(1-\eta(-a)), \frac{1}{4}(q+t), \frac{1}{2}(1+\eta(-a))\right.$,
$\left.\frac{1}{8}(q-4-2 \eta(-a)-t)\right)$, if $a \neq 0, b=0$, where $t=\eta(-1)+2 \eta(-2 a)$;
(iv) $\left(\frac{3 q}{8}+O\left(q^{1 / 2}\right), \frac{q}{3}+O\left(q^{1 / 2}\right), \frac{q}{4}+O\left(q^{1 / 2}\right), O(1), \frac{q}{24}+O\left(q^{1 / 2}\right)\right)$, if $b \neq 0$, as $q$ approaches infinity.

Remark. The polynomials in case (i) are minimum value set polynomials; see Remark 8.3.6 of (MULLEN; PANARIO, 2013).

It should be clear that the asymptotic distribution of indegrees in the case of quartic general polynomials satisfies $\left(n_{0} / q, \ldots, n_{4} / q\right) \sim(3 / 8,1 / 3,1 / 4,0,1 / 24)$, as $q$ approaches infinity. If $a \neq 0$, then the asymptotic distribution of polynomials of the form $f(x)=x^{4}+a x^{2}$ satisfies $\left(n_{0} / q, \ldots, n_{4} / q\right) \sim(5 / 8,0,1 / 4,0,1 / 8)$, as $q$ approaches infinity.

We are able to derive precise results for the coalescence of quartic polynomials in the first three cases. This is done in the corollary below. The coalescence of the quartic polynomials in case (iv) are a particular case of the results of the next section; see Theorems 42 and 45.

Corollary 2. If $f(x)=x^{4}+a x^{2}+b x$ is a polynomial over $\mathbb{F}_{q}, q=p^{e}$ with $p>3$, then its coalescence satisfies
(i) $V=3-3 / q$, if $a=b=0$ and $q \equiv 1(\bmod 4)$;
(ii) $V=1-1 / q$, if $a=b=0$ and $q \equiv 3(\bmod 4)$;
(iii) $V=2-(3+t) / q$, if $a \neq 0, b=0$, where $t=\eta(-1)+2 \eta(-2 a)$.

### 3.3 General Polynomials

In this section we consider general polynomials. This class was introduced in (BIRCH; SWINNERTON-DYER, 1959). The authors were interested in the value set of polynomials over finite fields and proved the result that we state in Theorem 39. We recall that $\overline{\mathbb{K}}$ denotes the algebraic closure of a finite field $\mathbb{K}$ and $S_{d}$ is the symmetric group on $d$ elements.

Definition 58. Let $f$ be a polynomial over $\mathbb{F}_{q}$ of degree $d \geq 2$. Let $t$ be a transcendental element over $\mathbb{F}_{q}$ and $\bar{G}$ be the Galois group of $f(x)-t$ over $\overline{\mathbb{F}}_{q}(t)$. We say
that $f$ is a general polynomial if $\bar{G}=S_{d}$.

Theorem 39 ((BIRCH; SWINNERTON-DYER, 1959)). For general polynomials $f \in \mathbb{F}_{q}[x]$ we have

$$
\# V_{f}=\left(1-\frac{1}{2!}-\cdots-\frac{(-1)^{d}}{d!}\right) q+O(\sqrt{q}) .
$$

We note that an estimate on the size of the value set of polynomials $f \in \mathbb{F}_{q}[x]$ represents a partial result on the indegree distribution of such functions. Cohen (COHEN, 1970) approaches this problem, for a polynomial $f(x)$ of any degree $d \geq 2$, by considering $f(x)-t$ as a polynomial in $x$ over the field $\mathbb{F}_{q}(t)$, as Birch and Swinnerton-Dyer do in (BIRCH; SWINNERTON-DYER, 1959). He relates the factorization of a polynomial $f$ into irreducible factors with the decomposition of permutations of $S_{d}$ into cycles.

In order to state Cohen's theorem, we establish the following notation. Let $f$ be a polynomial of degree $d \geq 2$ over $\mathbb{F}_{q}$. If $f$ has exactly $a_{j}$ irreducible factors of degree $j$ in its factorization over $\mathbb{F}_{q}$, for $j=1, \ldots, d$, then $f$ has cycle pattern $\Lambda=1^{a_{1}} \ldots d^{a_{d}}$; a permutation $\sigma \in S_{d}$ that decomposes into $a_{j}$ cycles of length $j$, for $j=1, \ldots, d$, has same cycle pattern $\Lambda=1^{a_{1}} \ldots d^{a_{d}}$. Let $t$ be a transcendental element over $\mathbb{F}_{q}$ and $G$ be the Galois group of $f(x)-t$ over $\mathbb{F}_{q}(t)$, with splitting field $K$. For any $\sigma \in G$, we define $K_{\sigma}$ to be the subfield of $K$ fixed under $\sigma$. We define $k$ to be the largest algebraic extension of $\mathbb{F}_{q}$ in $K$ and $G^{*}=\left\{\sigma \in G: K_{\sigma} \cap k=\mathbb{F}_{q}\right\}$. For any $H$ contained in $S_{d}$ and any cycle pattern $\Lambda$, we denote by $H_{\Lambda}$ the set of permutations of $H$ with cycle pattern $\Lambda$.

Cohen considers the factorization of $f(x)-r g(x)$ for $r \in \mathbb{F}_{q}$ and fixed $f, g \in$ $\mathbb{F}_{q}[x]$. We state his result in the particular case $g(x)=1$ of interest in this paper.

Theorem 40. Let $f$ be a polynomial over $\mathbb{F}_{q}$ of degree $d \geq 2$. Then the number $\pi(f, q)$ of elements $r \in \mathbb{F}_{q}$ such that $f(x)-r$ has cycle pattern $\Lambda$ satisfies

$$
\pi(f, q)=\frac{\left|G_{\Lambda}^{*}\right|}{\left|G^{*}\right|} q+O\left(q^{1 / 2}\right)
$$

where the implied constant depends only on $d$.

As far as we know, there is no general method to determine the Galois group of interest. For the case where $G^{*}=S_{d}$, the asymptotic estimate for $\pi(f, q)$ follows from the ratio of permutations of $S_{d}$ with a given cycle pattern. This is guaranteed to hold if the Galois group of $f(x)-t$ over $\overline{\mathbb{F}}_{q}(t)$ is $S_{d}$, that is, if $f$ is a general polynomial. We focus on this case for the remainder of this section.

Theorem 41. If $f$ is a general polynomial over $\mathbb{F}_{q}$ of degree $d \geq 2$, then the number of nodes with indegree $k$ in its functional graph satisfies $n_{k}=P_{d, k} \cdot q+O\left(q^{1 / 2}\right)$, where

$$
P_{d, k}=\frac{1}{k!} \sum_{\ell=0}^{d-k} \frac{(-1)^{\ell}}{\ell!} .
$$

Moreover, the implied constant depends only on d.

Proof. It follows from Theorem 40 that the number of nodes with indegree $k$ in the functional graph of a general polynomial $f \in \mathbb{F}_{q}[x]$ of degree $d$, for $k=0, \ldots, d$, is given by $n_{k}=P_{d, k} \cdot q+O\left(q^{1 / 2}\right)$, for some $0 \leq P_{d, k}<1$. If $r \in \mathbb{F}_{q}$ is such that the discriminant $D(r)$ of $f(x)-r$ is non-zero, then $f(x)-r$ has no multiple roots; see Definition 57. It follows from Theorem 17 that the preimage size of $r \in \mathbb{F}_{q}$ is given by the number of linear factors in the factorization of $f(x)-r$. Since $D(r)$ is a polynomial in $r$ of degree at most $d-1$, it follows that we have $D(r)=0$ for at most $d-1$ elements $r \in \mathbb{F}_{q}$. Thus $P_{d, k}$ is given by the ratio of permutations $\sigma$ in $S_{d}$ that have exactly $k$ fixed points, that is, $k$ cycles of length 1 .

Explicit expressions for $P_{d, k}$ for every $d \geq 1$ and $0 \leq k \leq d$, are well known. We use exponential generating functions for this; see (FLAJOLET; SEDGEWICK, 2009) for a nice treatment of the subject. If $\left(T_{d}\right)_{d \geq 1}$ is the counting sequence of permutations on $d$ elements, that is, $T_{d}=d$ !, then its exponential generating function $E G F$ is defined as $T(z)=\sum_{d} T_{d} \cdot z^{d} / d!$. Therefore,

$$
T(z)=\sum_{d=1}^{\infty} z^{d}=\frac{1}{1-z} .
$$

Using the symbolic method one interprets the class of permutations as sets of cycles, where these combinatorial constructions correspond to the exponential and logarithmic functions, respectively; see Page 120 of (FLAJOLET; SEDGEWICK, 2009). We are thus able to write

$$
\begin{equation*}
T(z)=\exp \left(\log \frac{1}{1-z}\right)=\frac{1}{1-z} . \tag{3.12}
\end{equation*}
$$

This alternative expression for $T(z)$ allows us to introduce a new variable to keep track of the number of fixed points. The bivariate EGF of the double sequence $T_{d, k}$ is defined as

$$
\begin{equation*}
T(z, u)=\sum_{d=1}^{\infty} \sum_{k=0}^{\infty} T_{d, k} u^{k} \frac{z^{d}}{d!}=\sum_{d=1}^{\infty} \sum_{k=0}^{\infty} P_{d, k} u^{k} z^{d} . \tag{3.13}
\end{equation*}
$$

Fixed points (cycles of length 1) correspond to the term $z$ in the expansion of $\log (1-z)^{-1}$. We subtract the term $z$ from this expansion and add it back coupled with the new variable $u$; see Page 175 of (FLAJOLET; SEDGEWICK, 2009). We conclude from Equation (3.12) that

$$
\begin{equation*}
T(z, u)=\exp \left(\log \frac{1}{1-z}-z+u z\right)=\frac{1}{1-z} e^{(u-1) z} . \tag{3.14}
\end{equation*}
$$

It is clear from Equation (3.13) that $P_{d, k}$ is given by the coefficient of $u^{k} z^{d}$ in the expansion of Equation (3.14) as a power series. It follows from $e^{u z}=\sum_{k}(u z)^{k} / k$ ! that the coefficient of $u^{k}$ in $T(z, u)$ is given by

$$
\begin{equation*}
\left[u^{k}\right] T(z, u)=\frac{z^{k}}{k!} \frac{e^{-z}}{1-z} . \tag{3.15}
\end{equation*}
$$

The coefficient of $z^{d}$ in Equation (3.15) is given by the following expansion:

$$
\frac{z^{k} e^{-z}}{1-z}=z^{k} \sum_{j \geq 0} z^{j} \sum_{\ell \geq 0} \frac{(-1)^{\ell}}{\ell!} z^{\ell}=z^{k} \sum_{j, \ell \geq 0} \frac{(-1)^{\ell}}{\ell!} z^{j+\ell}
$$

that is,

$$
\begin{equation*}
\frac{z^{k} e^{-z}}{1-z}=z^{k} \sum_{d \geq 0}\left(\sum_{\ell=0}^{d} \frac{(-1)^{\ell}}{\ell!}\right) z^{d}=\sum_{d \geq k}\left(\sum_{\ell=0}^{d-k} \frac{(-1)^{\ell}}{\ell!}\right) z^{d} . \tag{3.16}
\end{equation*}
$$

The result follows from Equations (3.13), (3.15) and (3.16).

Using generating functions we are also able to prove that the coalescence of general polynomials is asymptotically 1; see Definition 17. We use this result in connection to the Brent-Pollard heuristic in Chapter 4.

Theorem 42. The coalescence $V(f)$ of general polynomials $f \in \mathbb{F}_{q}[x]$ of fixed degree $d \geq 2$ satisfies

$$
V(f)=1+O\left(q^{-1 / 2}\right),
$$

as $q$ approaches infinity, where the implied constant depends only on $d$.

Proof. For a general polynomial $f$ over $\mathbb{F}_{q}$, consider the random variable $Z$ defined on the elements of $\mathbb{F}_{q}$ as $Z(r)=\left|f^{-1}(r)\right|$, where all the elements of $\mathbb{F}_{q}$ are equally likely. If $\mathcal{N}_{k}=\left\{r \in \mathbb{F}_{q}:\left|f^{-1}(r)\right|=k\right\}$, it follows from Equation (2.1) that

$$
\begin{aligned}
V(f) & =\mathbb{E}\left[Z^{2}\right]-\mathbb{E}[Z]^{2}=\sum_{r \in \mathbb{F}_{q}} \frac{1}{q} Z(r)^{2}-1 \\
& =\sum_{r \in \mathbb{F}_{q}} \frac{1}{q}\left|f^{-1}(r)\right|^{2}-1=\sum_{k=0}^{d} \sum_{r \in \mathcal{N}_{k}} \frac{1}{q} k^{2}-1 .
\end{aligned}
$$

It follows from Theorem 41 that

$$
V(f)+1=\sum_{k=0}^{d}\left(P_{d, k} \cdot q+O\left(q^{1 / 2}\right)\right) \frac{1}{q} k^{2}=\sum_{k=0}^{d} P_{d, k} k^{2}+O\left(q^{-1 / 2}\right) \sum_{k=0}^{d} k^{2},
$$

that is,

$$
\begin{equation*}
V(f)+1=\sum_{k=0}^{d} P_{d, k} k^{2}+O\left(q^{-1 / 2}\right) . \tag{3.17}
\end{equation*}
$$

If $T(z, u)$ is the EGF defined in Equation (3.13), then

$$
\begin{equation*}
\left(u \partial_{u}\right)^{2} T(z, u)=\sum_{d=0}^{\infty} \sum_{k=1}^{d} k^{2} P_{d, k} u^{k} z^{d} \tag{3.18}
\end{equation*}
$$

Thus we are able to write the sum in the right-hand side of Equation (3.17) using the coefficient of $z^{d}$ in the evaluation of Equation (3.18) at $u=1$ :

$$
\begin{equation*}
V(f)+1=\left.\left[z^{d}\right]\left(u \partial_{u}\right)^{2} T(z, u)\right|_{u=1}+O\left(q^{-1 / 2}\right) \tag{3.19}
\end{equation*}
$$

We note that the connection between the second derivative of a bivariate generating function and the variance of the random variable that it describes is highlighted in Section 3.2 of (FLAJOLET; SEDGEWICK, 2009). Using Equation (3.14) we obtain

$$
\begin{equation*}
\left.\left[z^{d}\right]\left(u \partial_{u}\right)^{2} T(z, u)\right|_{u=1}=\left[z^{d}\right]\left(\frac{z}{1-z}+\frac{z^{2}}{1-z}\right)=2 \tag{3.20}
\end{equation*}
$$

for $d \geq 2$. The result follows from Equations (3.19) and (3.20).

Theorem 41 implies that general polynomials present a very specific asymptotic distribution of indegrees. The experiments presented in Chapter 4 suggest that most polynomials over $\mathbb{F}_{q}$ of a given degree $d \geq 2$ have similar indegree distribution. This is proved next as a conditional result, where we assume that the probability that a random uniform polynomial $f \in \mathbb{F}_{q}$ of degree $d \geq 2$ is general is asymptotically 1 . It is proved in (WILLIAMS, 1967) that this assumption holds for the polynomials whose value set satisfies the estimate in Theorem 39. Although this is not proved for general polynomials, we note that Birch and Swinnerton-Dyer mention in (BIRCH; SWINNERTON-DYER, 1959) that "We therefore obtain simple sufficient condition for $\bar{G}$ to be the full symmetric group. Though not necessary, these are in fact satisfied by almost all polynomials."

Theorem 43. Let $d \geq 2$ and consider the probability space defined by the uniform measure on the set $\Omega_{q, d}$ of polynomials of degree $d \geq 2$ over $\mathbb{F}_{q}$. Assume that the number $N$ of general polynomials of the form $f(x)=a_{d} x^{d}+\cdots+a_{1} x+a_{0} \in \mathbb{F}_{q}[x]$ satisfies $N=q^{d+1}(1+O(1 / q))$. Let $X_{q, k}(f), f \in \Omega_{q, d}$, be the random variable representing the number of elements with preimage size $k$ under $f$ and let

$$
P_{d, k}=\frac{1}{k!} \sum_{\ell=0}^{d-k} \frac{(-1)^{\ell}}{\ell!} .
$$

Then, the sequence $\left(X_{q, k} / P_{d, k} \cdot q\right)_{q}$ converges in probability to 1 :

$$
\frac{X_{q, k}}{P_{d, k} \cdot q} \xrightarrow{P} 1 .
$$

Moreover, the convergence in probability is uniform with respect to $k$ in the following sense: for every $\epsilon>0$, there exists a constant $M=M(d, \epsilon)$ such that, for sufficiently large $q$,

$$
\mathbb{P}\left[\left|\frac{X_{q, k}}{P_{q, k} \cdot q}-1\right| \geq \epsilon\right] \leq \frac{M}{q}=o(1)
$$

for $k=0,1, \ldots, d$.

Proof. We prove that the expectation and the standard deviation of $X_{q, k}$, denoted by $\mu_{q, k}$ and $\sigma_{q, k}$ respectively, satisfy $\sigma_{q, k}=o\left(\mu_{q, k}\right)$ as $q$ approaches infinity. All bigOh estimates in this proof are taken as $q$ approaches infinity. Let $\Omega_{q, d}^{g}$ be the set of general polynomials in $\Omega_{q, d}$. Using Theorem 41 and the fact that $X_{q, k}(f) \leq q$ for every $f \in \Omega_{q, d}$, it follows that

$$
\begin{aligned}
\mu_{q, k} & =\sum_{f \in \Omega_{q, d}} \frac{1}{\left|\Omega_{q, d}\right|} X_{q, k}(f)=\sum_{f \in \Omega_{q, d}^{g}} \frac{1}{\left|\Omega_{q, d}\right|} X_{q, k}(f)+\sum_{f \in \Omega_{q, d} \backslash \Omega_{q, d}^{g}} \frac{1}{\left|\Omega_{q, d}\right|} X_{q, k}(f) \\
& =\sum_{f \in \Omega_{q, d}^{g}} \frac{1}{q^{d+1}}\left(P_{d, k} \cdot q+O\left(q^{1 / 2}\right)\right)+\sum_{f \in \Omega_{q, d} \backslash \Omega_{q, d}^{g}} \frac{1}{q^{d+1}} O(q)
\end{aligned}
$$

It follows from our assumption that

$$
\begin{align*}
\mu_{q, k} & =q^{d+1}(1+O(1 / q)) \frac{1}{q^{d+1}}\left(P_{d, k} \cdot q+O\left(q^{1 / 2}\right)\right)+O\left(q^{d}\right) \frac{1}{q^{d+1}} O(q)  \tag{3.21}\\
& =P_{d, k} \cdot q+O\left(q^{1 / 2}\right)
\end{align*}
$$

Furthermore, the variance of $X_{q, k}$ satisfies

$$
\begin{aligned}
\sigma_{q, k}^{2} & =\mathbb{E}\left[\left(X_{q, k}-\mu_{q, k}\right)^{2}\right] \\
& =\sum_{f \in \Omega_{q, d}^{g}} \frac{1}{\left|\Omega_{q, d}\right|}\left(X_{q, k}(f)-\mu_{q, k}\right)^{2}+\sum_{f \in \Omega \backslash \Omega_{q, d}^{g}} \frac{1}{\left|\Omega_{q, d}\right|}\left(X_{q, k}(f)-\mu_{q, k}\right)^{2} .
\end{aligned}
$$

Using Equation (3.21) and the fact that $\left|X_{q, k}(f)-\mu_{q, k}\right| \leq 2 q$ for every $f \in \Omega_{q, d}$, it follows that

$$
\begin{aligned}
\sigma_{q, k}^{2} & =\sum_{f \in \Omega_{q, d}^{g}} \frac{1}{q^{d+1}}\left(O\left(q^{1 / 2}\right)\right)^{2}+\sum_{f \in \Omega \backslash \Omega_{q, d}^{g}} \frac{1}{q^{d+1}} O\left(q^{2}\right) \\
& =q^{d+1}(1+O(1 / q)) \frac{1}{q^{d+1}} O(q)+O\left(q^{d}\right) \frac{1}{q^{d+1}} O\left(q^{2}\right),
\end{aligned}
$$

hence $\sigma_{q, k}^{2}=O(q)$. We note that

$$
\begin{aligned}
\left|\frac{X_{q, k}}{P_{d, k} \cdot q}-1\right| & =\left|\frac{X_{q, k}}{\mu_{q, k}} \frac{1}{1+O\left(q^{-1 / 2}\right)}-1\right| \\
& =\left|\frac{X_{q, k}}{\mu_{q, k}}-1+O\left(q^{-1 / 2}\right)\right| \frac{1}{\left(1+O\left(q^{-1 / 2}\right)\right)},
\end{aligned}
$$

and, by the triangle inequality,

$$
\left|\frac{X_{q, k}}{P_{d, k} \cdot q}-1\right| \leq\left(\left|\frac{X_{q, k}}{\mu_{q, k}}-1\right|+O\left(q^{-1 / 2}\right)\right) \frac{1}{\left(1+O\left(q^{-1 / 2}\right)\right)}
$$

Let $\epsilon>0$. The equation above implies that

$$
\mathbb{P}\left[\left|\frac{X_{q, k}}{P_{d, k} \cdot q}-1\right| \geq \epsilon\right] \leq \mathbb{P}\left[\left|\frac{X_{q, k}}{\mu_{q, k}}-1\right| \geq \epsilon\left(1+O\left(q^{-1 / 2}\right)\right)\right] .
$$

Since the standard deviation of $X_{q, k} / \mu_{q, k}$ is $\sigma_{q, k} / \mu_{q, k}$, it follows by the ChebyshevBienayme Inequality (Theorem 5) that

$$
\begin{equation*}
\mathbb{P}\left[\left|\frac{X_{q, k}}{P_{d, k} \cdot q}-1\right| \geq \epsilon\right] \leq\left(\frac{1}{\epsilon\left(1+O\left(q^{-1 / 2}\right)\right)} \frac{\sigma_{q, k}}{\mu_{q, k}}\right)^{2} \tag{3.22}
\end{equation*}
$$

The big-Oh estimate in Theorem 41 does not depend on $k$, thus the big-Oh estimates in this proof do not depend on $k$. In particular, there exists a constant $M_{1}=M_{1}(d)$ such that $\sigma_{q, k}^{2} \leq M_{1} q$ for sufficiently large $q$. We note that Equation (3.21) implies
that, if $P_{d}=\min _{k} P_{d, k}$, then, for sufficiently large $q, \mu_{q, k} \geq P_{d} \cdot q / 2$. It follows from Equation (3.22) that, for sufficiently large $q$,

$$
\mathbb{P}\left[\left|\frac{X_{q, k}}{P_{d, k} \cdot q}-1\right| \geq \epsilon\right] \leq\left(\frac{1}{\epsilon / 2}\right)^{2} \frac{M_{1} q}{\left(P_{d} \cdot q / 2\right)^{2}}=\frac{M}{q}
$$

where $M=16 M_{1} / \epsilon^{2} P_{d}{ }^{2}$.

Next we prove, under the same assumption, that the coalescence of a typical polynomial $f \in \mathbb{F}_{q}[x]$ of degree $d \geq 2$ coincides with the one of general polynomials. This result is also relevant in the context of the Brent-Pollard heuristic and will be further explored in Chapter 4.

Theorem 44. Let $Y_{q}(f)$ be the random variable representing the coalescence of a polynomial $f \in \Omega_{q, d}, Y_{q}$ defined on the probability space described in Theorem 43 . Assume that the number $N$ of general polynomials of the form $f(x)=a_{d} x^{d}+\cdots+$ $a_{1} x+a_{0} \in \mathbb{F}_{q}[x]$ satisfies $N=q^{d+1}(1+O(1 / q))$. Then $Y_{q} \xrightarrow{P} 1$.

Proof. We note that the coalescence of polynomials of a fixed degree $d \geq 2$ over $\mathbb{F}_{q}$ is bounded as $q$ approaches infinity. Indeed,

$$
V(f)=\sum_{x \in \mathbb{F}_{q}} \frac{1}{q}\left|f^{-1}(x)\right|=\sum_{k=0}^{d} \sum_{x \in \mathcal{N}_{k}} \frac{1}{q}\left|f^{-1}(x)\right|=\sum_{k=0}^{d} \frac{\left|\mathcal{N}_{k}\right|}{q} k \leq \sum_{k=0}^{d} k=\frac{d(d+1)}{2} .
$$

The result follows from arguments similar to those in the proof of Theorem 43.

We note that, as far as we known, there is no characterization for general polynomials, although in (WILLIAMS, 1967) the author obtains a characterization for the polynomials of degree $d=2,3$ and 4 whose value set satisfies the estimate in Theorem 39. A combination of the results of (BIRCH; SWINNERTON-DYER, 1959) and (COHEN, 1970) provides a result in this direction for degrees $d=2,3$ and 4.

Theorem 45. Let $p$ be a prime number and $q=p^{e}, e \geq 1$.
(i) If $p>2$ and $f$ is a quadratic polynomial over $\mathbb{F}_{q}$, then $f$ is general.
(ii) If $p>3$ and $f(x)=x^{3}+b x$ is a cubic polynomial over $\mathbb{F}_{q}$, then $f$ is general if and only if $b \neq 0$.
(iii) If $p>3$ and $f(x)=x^{4}+a x^{2}+b x$ is a quartic polynomial over $\mathbb{F}_{q}$, then $f$ is general if and only if $b \neq 0$.

We refer the reader to (BIRCH; SWINNERTON-DYER, 1959) and Section 6 of (COHEN, 1970) for the proof of items (ii) and (iii) of Theorem 45. Item (i) follows at once from Lemma 3 of (BIRCH; SWINNERTON-DYER, 1959).

### 3.4 Conclusion

In this chapter we give new proofs of known results on the indegree distribution of cubic and quartic polynomials. We give an exact result in the case of polynomials of the form $x^{4}+a x^{2} \in \mathbb{F}_{q}[x], a \neq 0$, with $q=p^{e}, p>3$ and $e>1$, improving a previous result that carried an error term of the order of $q^{1 / 2}$. Our main contributions in this chapter are given in Section 3.3, where we prove results on the asymptotic indegree distribution of general polynomials. It is important to stress the connections between polynomials and random mappings. We prove in Theorem 41 that general polynomials present a very specific asymptotic indegree distribution. Moreover, we prove under a plausible assumption that the indegree distribution of polynomials of a fixed degree converges in probability to the limit one of general polynomials; see Theorem 43. Random mappings present a similar concentration property. It is proved in (ARNEY; BENDER, 1982) that the random variables $X_{n, k}$
defined on $\mathcal{J}$-mappings as the ratio of nodes with preimage size $k$ have asymptotic normal distribution with variance proportional to its mean. These random variables are concentrated around the mean, so random $\mathcal{J}$-mappings also present a strong sense of a typical indegree distribution.

We prove that the coalescence of general polynomials of a fixed degree $d \geq 2$ is asymptotically 1 and that this is expected from a typical polynomial of degree $d$; this result is conditional as well, see Theorem 42. It is remarkable that the expected coalescence of random uniform mappings coincides asymptotically with the coalescence of general polynomials. According to the Brent-Pollard heuristic, this equality implies that general polynomial and random uniform mappings present the same expected rho length. We investigate this conjecture in Chapter 4, where we present our numerical results on the average rho length of polynomials over finite fields.

## 4 BRENT POLLARD HEURISTIC

Our main interest in this thesis lies in the connections between the dynamics of mappings and polynomials over finite fields. The heuristic proposed by Pollard in (POLLARD, 1975), built upon in (BRENT; POLLARD, 1981), raises questions about the randomness of polynomials as mappings in a given class. More precisely, does a typical quadratic polynomial modulo $p$ represent a typical random mapping on $p$ nodes? One might wonder the same in the case where a quadratic polynomial is seen as a 2-mapping or a $\{0,2\}$-mapping, as discussed in Chapters 1 and 3; see Section 2.3.1 for the definition of these classes of mappings. Relevant results on this area would represent substantial advances on the field of cryptographic algorithms; see the discussion in Chapter 1. However, the problems mentioned above are still open in many ways. The most notable result is due to Bach (BACH, 1991), where an estimate is obtained for the probability of a collision on less than $k$ steps for families of quadratic polynomials.

Brent and Pollard in (BRENT; POLLARD, 1981) conjectured that the expected rho length of a node $x_{0} \in[n]$ under a function $\varphi:[n] \longrightarrow[n]$ is given by $\sqrt{\pi n / 2 V(\varphi)}$, where $V(\varphi)$ is the coalescence of $\varphi$; see Definition 17. The argument for the heuristic is that one may regard the function $\varphi$ as a random element of a set $M$ of similar functions, where $M$ is contained in the class $\mathcal{M}$ of mappings with the same indegree distribution as $\varphi$. If the set $M$ consists of an "adequate sample" of the class $\mathcal{M}$, then the expected behaviour of $\varphi$ should be similar to that of a random element of $\mathcal{M}$. It is proved in (ARNEY; BENDER, 1982) that the factor of non-randomness of a random uniform element of the class of mappings with a given indegree distribution is asymptotically $V^{-1 / 2}$, where $V$ is the corresponding coalescence; see Section 2.3.1 for the definition of factor of non-randomness. In practice,
when estimating the average rho length of a given polynomial $f$ modulo $p$, one identifies it as an element of both the classes $M$ and $\mathcal{M}$ of polynomials and mappings with the same indegree distribution as $f$, respectively. This leads to the prediction of an average rho length of $\sqrt{\pi p / 2 V(f)}$ for the polynomial $f$. This heuristic was successfully applied in the case where $M$ is the set of polynomials of the form $x^{d}+c$ $(\bmod p)$, leading to the factorization of the eighth Fermat number; see Section 3 of (BRENT; POLLARD, 1981) for experimental results on the heuristic in this case. See Chapter 1 for further applications of the Brent-Pollard heuristic.

We investigate the heuristic of approximating statistics of polynomials over finite fields by the ones of classes of mappings, focusing on the average rho length. We use the results of Chapter 3 on the indegree distribution of polynomials over finite fields to determine classes $M$ of polynomials with the same distribution and we investigate choices for the class $\mathcal{M}$ such that the Brent-Pollard heuristic provides a good prediction. Arney and Bender give asymptotic results in (ARNEY; BENDER, 1982) on classes of $\mathcal{J}$-mappings, where one restricts the indegrees of mappings to a fixed subset of the integers; see Definition 20. For example, quadratic polynomials modulo $p$ are best approximated by $\{0,2\}$-mappings; see the discussion in Chapters 1. This was already observed in (DUCHON et al., 2004). We stress that the case $\mathcal{J}=\mathbb{N}$ corresponds to the unrestricted case and $\mathcal{J}=\{0,1, \ldots, d\}$ corresponds to $d$-mappings. Many authors have considered such classes before and derived estimates for many parameters (ARNEY; BENDER, 1982; DRMOTA; SORIA, 1997; GITTENBERGER, 1997; MACFIE; PANARIO, 2012), including the average rho length: if $\mathbb{E}_{n}[V]$ denotes the average coalescence over $\mathcal{J}$-mappings of size $n$ and $\lambda=\lim _{n} \mathbb{E}_{n}[V]$, then the average rho length of a $\mathcal{J}$-mapping is asymptotically $\sqrt{\pi n / 2 \lambda}$, as $n$ goes to infinity. This means that the factor of non-randomness of this class (Definition 21) is $\lambda^{-1 / 2}$. This estimate supports the heuristic suggested by Brent and Pollard.

Although many questions remain unanswered, previous authors have succeeded in the application of the Brent-Pollard heuristic in the case of polynomials of the form $x^{m}+c(\bmod p)$ and $x^{2}+a(\bmod p)($ BRENT; POLLARD, 1981; POLLARD, 1975). We stress that in the latter there is no mention to the coalescence of quadratic polynomials. The combination of the results of Section 3.3 and the Brent-Pollard heuristic suggests that general polynomials present a random behaviour for large values of $p$ with respect to the average rho length. Our experiments support this heuristic. We use experimental results to show that the erratic behaviour of quadratic polynomials of the form $x^{2}-2(\bmod p)$ is a particular case of a phenomenon observed in Chebyshev polynomials $T_{d} \in \mathbb{F}_{p}[x]$ of degree $d \geq 2$. We use the theoretical results on the distribution of indegrees of polynomials over finite fields to identify the class $M$ of polynomials with the same indegree distribution of $T_{d} \in \mathbb{F}_{p}[x]$, for $d=3,4$. We observe that the cubic Chebyshev polynomial is general but $T_{4}$ belongs to a different class. We show numerically that the Brent-Pollard heuristic, as described above, provides a good prediction for this class. The particular nature of the quadratic Chebyshev polynomial was observed in (VASIGA; SHALLIT, 2004) and this was extended for higher degrees in (GASSERT, 2014).

We note that the Brent-Pollard heuristic clearly does not apply to a permutation polynomial $f \in \mathbb{F}_{p}[x]$ : since $\left|f^{-1}(a)\right|=1$ for every $a \in \mathbb{F}_{p}$, its coalescence $V(f)$ is zero. This can be attributed to the fact that the estimates of (ARNEY; BENDER, 1982) for $\mathcal{J}$-mappings require that the set $\mathcal{J}$ of allowed preimage sizes contains an integer greater than 1.

The results of this chapter have been accepted for publication in the International Jounal of Number Theory. The submitted version is available in (MARTINS; PANARIO, 2016).

### 4.1 Known Theoretical Results and Overview of the Experiments

It is important to stress that the reductions considered in the proofs of Chapter 3 do not apply in general when studying the structure of functional graphs of polynomials. While the problem of characterizing the equivalence of the complex dynamics of two polynomials $F, G \in \mathbb{C}[x]$ can be treated with the concept of moduli space (see Section 2.1 of (DEMARCO; PILGRIM, 2011) or Section 4.4 of (SILVERMAN, 2007)), in the finite field scenario the situation appears to be trickier. For instance, determining the number of non-isomorphic polynomials $f \in \mathbb{F}_{p}[x]$ of a fixed degree is an open problem; see (KONYAGIN et al., 2016). Two polynomials $f, g \in \mathbb{F}_{p}[x]$ of degree $d \geq 2$ have isomorphic functional graphs if there is an affine transformation $\sigma(x)=\alpha x+\beta$ such that $g=\sigma^{-1} \circ f \circ \sigma$. However, one is not able to make the same reductions as in the complex case because $\mathbb{F}_{p}$ is not algebraically closed. Using conjugation by affine polynomials we are able to prove that a polynomial $f(x)=a_{d} x^{d}+\cdots+a_{1} x+a_{0} \in \mathbb{F}_{p}[x], d \geq 3$, admits an isomorphic counterpart with $a_{d-1}=0$, but the reduction to monic polynomials does not appear to be as simple. We restrict our experiments to monic polynomials nonetheless.

The focus of our experiments is to verify the randomness of general polynomials implied by the Brent-Pollard heuristic and Theorem 42. Since the Brent-Pollard heuristic predicts the average rho length of a class of polynomials based exclusively on its coalescence, we consider in our experiments the class $M$ of polynomials with the same indegree distribution as general polynomials. We run experiments for other classes $M$ of polynomials as well. We compare the numerical data with known results for several random mapping models $\mathcal{M}$, in order to determine if $M$ presents the typical behaviour of $\mathcal{M}$. Such classes of mappings include unrestricted mappings and mappings with a fixed indegree distribution in the following sense: given a finite sequence $\left(n_{0}, \ldots, n_{d}\right)$ such that $0 \leq n_{k} \leq 1$ for $k=0, \ldots, d$, we consider mappings
$\varphi:[n] \longrightarrow[n]$ such that

$$
\frac{\#\left\{y \in[n]:\left|\varphi^{-1}(y)\right|=k\right\}}{n}=n_{k}, \text { for } k=0, \ldots d
$$

We note that Theorem 6 must be satisfied. This is motivated by Theorem 41, where we prove that general polynomials present a very particular asymptotic indegree distribution. Mappings with indegree distribution fixed to the limit one of general polynomials of degree $d$ are called here $d$-general mappings. We also consider $\mathcal{J}$-mappings, where we study how efficient is the heuristic of approximating the behaviour of a polynomial $f$ by random mappings that are restricted only in the sense of its allowed indegrees; see the discussion in Section 2.3.1.

Let $\mathcal{M}_{n}$ be a class of mappings on $n$ nodes with indegrees restricted according to one of the models discussed above. Let $\mathcal{M}=\bigcup_{n} \mathcal{M}_{n}$ and let $\lambda$ be the constant representing the asymptotic average coalescence of the mappings in $\mathcal{M}$. It is proved in (ARNEY; BENDER, 1982) that the average rho length of a random node $x \in[n]$ of a mapping $\varphi \in \mathcal{M}_{n}$, over all mappings $\varphi \in \mathcal{M}_{n}$ and all $x \in[n]$, is asymptotically equivalent to $\sqrt{\pi n / 2 \lambda}$. This means that, on average, the non-randomness factor of a mapping in $\mathcal{M}$ is $\lambda^{-1 / 2}$. We exhibit in Table 4.1 the asymptotic value of these quantities for some classes of mappings.

We compute the numerical average rho length $\bar{s}$ of different classes of polynomials $M \subseteq \mathbb{F}_{p}[x]$ and compute the ratio $\bar{s} / \sqrt{p}$. Due to the results of (ARNEY; BENDER, 1982), we expect this quantity to be bounded. We compare the value of $\bar{s} / \sqrt{p}$ and the constants involved in the random mapping estimates, namely $\sqrt{\pi / 2 \lambda}$ for random mappings of a class with asymptotic average coalescence $\lambda$; see Table 4.1. We also compute the factor of non-randomness of the numerical results, that is, the ratio between $\bar{s} / \sqrt{p}$ and the constant $\sqrt{\pi / 2} \approx 1.2533$ involved in the estimate of random unrestricted mappings.

| Class of mappings | $\lambda$ | $\sqrt{\pi / 2 \lambda}$ | Factor of non-randomness |
| :--- | :---: | :---: | :---: |
| $\mathcal{J}=\mathbb{N}$ | 1 | 1.2533 | 1 |
| $\mathcal{J}=\{0,2\}$ | 1 | 1.2533 | 1 |
| $\mathcal{J}=\{0,1,3\}$ | 1.0196 | 1.2412 | 0.9903 |
| $\mathcal{J}=\{0,1,2,4\}$ | 0.8366 | 1.3703 | 1.0933 |
| $\mathcal{J}=\{0,1,2,3,5\}$ | 0.8941 | 1.3254 | 1.0575 |
| $\mathcal{J}=\{0,1,2\}$ | 0.5858 | 1.6375 | 1.3066 |
| $\mathcal{J}=\{0,1,2,3\}$ | 0.8428 | 1.3652 | 1.0893 |
| $\mathcal{J}=\{0,1, \ldots, 4\}$ | 0.9507 | 1.2854 | 1.0256 |
| $\mathcal{J}=\{0,1, \ldots, 5\}$ | 0.9875 | 1.2612 | 1.0063 |
| $\mathcal{J}=\{0,2,4\}$ | 1.3923 | 1.0622 | 0.8475 |
| $d$-general mappings, $d \geq 2$ | 1 | 1.2533 | 1 |

Table 4.1: The coalescence and rho-length estimate of many classes of mappings.

It is natural to pay special attention to the polynomials $x^{d}$ and $T_{d}$, where $T_{d}$ is the Chebyshev polynomial of degree $d$, due to connections to the group of endomorphisms of the multiplicative group $\left(\mathbb{F}_{p}^{*}, \cdot\right)$; see Sections 1.6, 6.1 and 6.2 of (SILVERMAN, 2007). This is mentioned in the quadratic case in (POLLARD, 1975). Experimental results on the behavior of polynomials of the form $x^{d}+c \in \mathbb{F}_{p}[x]$ were obtained in (BRENT; POLLARD, 1981). They show indeed that these polynomials deviate significantly from the average behavior over $\mathbb{F}_{p}$ but their numerical result agree with the particular indegree distribution of these polynomials; see Theorems 37 and 38 . We investigate if the Brent-Pollard heuristic provides a good prediction for the Chebyshev polynomials: not only we run experiments focused on these polynomials, but we avoid them when selecting polynomials with similar indegree distribution.

We note that our focus in this work is to analyze the average rho length of polynomials over finite fields, as opposed to improving an algorithm that involves this parameter, such as Pollard's rho algorithm for the factorization of integers. We compute the rho length $s(x)$ of all nodes $x \in \mathbb{F}_{p}$ for each polynomial $f \in$ $\mathbb{F}_{p}[x]$ considered; this allows us to compute the exact average rho length of each
polynomial. This computation is highly costly, hence the range of primes considered in this work is small when compared to other experiments in computational number theory. However, this is enough for our purposes, namely to illustrate the efficiency of the heuristics discussed above.

### 4.2 Numerical Results

In this section we analyze our numerical results, presented in Table 4.2. In the description of a class of polynomials $a_{d} x^{d}+\cdots+a_{1} x+a_{0} \in \mathbb{F}_{p}[x]$, we use the notation $a_{k}^{*}$ to indicate that the coefficient $a_{k}$ was chosen randomly among the non-zero elements of $\mathbb{F}_{p}$. For the classes that correspond to general polynomials we considered 80 random primes $p$ in the interval $\left[10^{3}, 10^{5}\right]$ and computed the average rho length over all nodes of $2\lfloor\log p\rfloor$ polynomials over $\mathbb{F}_{p}$. For the classes of unrestricted polynomials of degrees 3 and 4, we considered the same range and number of primes but $(\log p)^{2}$ polynomials over $\mathbb{F}_{p}$. For $f_{3}, f_{4} \in \mathbb{Z}[x]$ given in Table 4.2, we considered their reductions modulo the first 100 primes greater than $10^{5}$.

The first line of Table 4.2 shows our experimental results on the average rho length of quadratic polynomials over $\mathbb{F}_{p}$. The numerical results suggest that, on average, the class of quadratic polynomials behave indeed like random mappings with respect to its rho length. This was already observed experimentally by Pollard in (POLLARD, 1975). We note that the asymptotic indegree distribution of quadratic polynomials over $\mathbb{F}_{p}$ is equivalent to that of $\{0,2\}$-mappings. The asymptotic coalescence of this class is 1 , hence the behavior of quadratic polynomials can be approximated by both classes of unrestricted mappings and $\{0,2\}$-mappings. However, approximating quadratic polynomials by $\{0,1,2\}$-mappings does not provide a good heuristic; see Table 4.1.

| Class of polynomials | Average value of $\bar{s} / \sqrt{p}$ | Ave. error of heuristic |
| :---: | :---: | :---: |
| $x^{2}+a^{*}$ | 1.2454 | 0.9937 |
| $x^{3}+b^{*} x+c$ | 1.2595 | 1.0049 |
| $x^{3}+b x+c$ | 1.2543 | 1.0009 |
| $f_{3}(x)=x^{3}+x+1$ | 1.2565 | 1.0025 |
| $x^{4}+a x^{2}+b^{*} x+c$ | 1.2495 | 0.9969 |
| $x^{4}+a x^{2}+b x+c$ | 1.2554 | 1.0016 |
| $x^{4}+a^{*} x^{2}$ | 0.8796 | 0.9925 |
| $f_{4}(x)=x^{4}+x^{2}$ | 0.8912 | 1.0056 |

Table 4.2: Experimental average rho length of polynomials over $\mathbb{F}_{p}[x]$.

Our experiments suggest that cubic polynomials $x^{3}+b^{*} x+c$ behave like random mappings. We note that this class corresponds to cubic general polynomials; see Theorem 45. Unrestricted mappings and 3-general mappings have asymptotic average coalescence 1, so both classes represent good heuristic models for these polynomials. One must be careful using intermediate classes such as $\{0,1,2,3\}$ - and $\{0,1,3\}$-mappings, see Table 4.1. It should be noted that not all cubic polynomials are general. Polynomials of the form $x^{3}+c$ that are not permutation polynomials have coalescence approximately 2 and, once this is taken into account, the heuristic provides a good prediction; see (BRENT; POLLARD, 1981). Nevertheless, one can have confidence predicting that a random cubic polynomial $x^{3}+b x+c$ behaves like a random mapping. We attribute this fact to the results proved in Theorems 43 and 44. The polynomial $f_{3}$ is a fine example of what one expects from the reductions of a given polynomial modulo different primes: results that, on average over many prime numbers, show the typical behaviour of its class but with significant variance around this prediction.

Table 4.2 also shows that, on average, the behavior of the polynomials $x^{4}+$ $a x^{2}+b^{*} x+c$ is similar to that of random unrestricted mappings or random 4-general mappings with respect to their average rho length. This corresponds to the class of quartic general polynomials. As suggested by Theorems 43 and 44, this is also
observed in the numerical results for quartic polynomials $x^{4}+a x^{2}+b x+c$. The classes of $\{0,1,2,4\}$-mappings and $\{0,1,2,3,4\}$-mappings are not as adequate for such a heuristic. We also analyze the class $x^{4}+a x^{2} \in \mathbb{F}_{p}[x], a \neq 0$, and the polynomial $f_{4} \in \mathbb{Z}[x]$ whose reductions modulo $p$ lie in this class. This is motivated by the fact that $T_{4} \in \mathbb{F}_{p}[x]$ belongs to this class. The results are shown in the last two lines of Table 4.2: the prediction that arises from Corollary 2 and the Brent-Pollard heuristic is very accurate in this case as well. We note that these polynomials do not represent typical elements of the classes of $\{0,2,4\}$ - or $\{0,1,2,3,4\}$-mappings; see Table 4.1.

Table 4.3 gives a clear indication that Chebyshev polynomials $T_{d}$ do not behave as the fellow polynomials in their class. We computed the average rho length of $T_{3}$ and $T_{4}$ for the first 1000 primes greater than $10^{5}$; for $T_{4}, T_{5}$ and $T_{6}$ we considered only the first 100 such primes. The cases where $T_{d} \in \mathbb{F}_{p}[x]$ is a permutation polynomial were avoided according to the characterization given by Theorem 7.16 of (LIDL; NIEDERREITER, 2008). The coalescence of these polynomials was obtained numerically for degrees greater than four, as no classification according to indegrees is known in these cases; the classification of general polynomials of degree $d \geq 5$ is an open problem as well. Our results confirm that these polynomials present an erratic behavior when compared to their class. This comparison is immediate for $T_{3}(x)=x^{3}-3 x$ and $T_{4}(x)=x^{4}-4 x^{2}+2$ : see Theorems 37 and 38, Table 4.2 and the discussion above. For $d=5,6,7$, we compared the numerical results of $T_{d} \in \mathbb{F}_{p}[x]$ with polynomials with the same indegree distribution, obtained by the formula $a \cdot T_{d}(x+b)+c$, with $a, b, c \in \mathbb{F}_{p}$ not all zero. We chose $2\lfloor\log p\rfloor$ such triples $(a, b, c)$ for this comparison.

| Class of polynomials | Ave. coalescence | $\bar{s} / \sqrt{p}$ | Ave. error of heuristic |
| :--- | :---: | :---: | :---: |
| $T_{3}(x)=x^{3}-3 x$ | Corollary 1 | 14.6304 | 11.6733 |
| $T_{4}(x)=x^{4}-4 x^{2}-2$ | Corollary 2 | 8.8558 | 9.9927 |
| $T_{5}(x)$ | 1.9999 | 9.2637 | 10.4530 |
| $a T_{5}(x+b)+c$ | 1.9995 | 0.8877 | 1.0016 |
| $T_{6}(x)$ | 2.9999 | 11.7737 | 16.2710 |
| $a T_{6}(x+b)+c$ | 2.9995 | 0.7320 | 1.0116 |
| $T_{7}(x)$ | 2.9998 | 9.8664 | 13.6352 |
| $a T_{7}(x+b)+c$ | 2.9993 | 0.7365 | 1.0178 |

Table 4.3: Experimental results on the average rho length of Chebyshev polynomials $T_{d}(x) \in \mathbb{F}_{p}[x]$.

### 4.3 Conclusion

The Brent-Pollard heuristic provides valuable support to the design and analysis of some cryptographic algorithms, but few rigorous results have been proved so far. We provide further heuristic arguments that support this heuristic, both for quadratic polynomials and for higher degrees. Our experiments show that the prediction that quadratic polynomials over finite fields behave like random mappings can be extended to general polynomials of higher degree, based on the fact that the asymptotic coalescence of these polynomials is 1 . This provides a new perspective on the study of the behavior of quadratic polynomials, since all of them are general.

We proved in Chapter 3 that, under a plausible assumption, the indegree distribution of polynomials of a fixed degree is dominated by general polynomials. This explains why the numerical factor of non-randomness of a random polynomial of degree $d$ modulo a large prime $p$ is 1 . Characterizations of polynomials of a fixed degree $d \geq 2$ according to indegree distribution provide a better method for choosing polynomials over a finite field, as different classes appear to have different average rho lengths, depending on its coalescence. Such characterizations are still an open problem for $d \geq 5$. If one is interested in statistics of a given polynomial,
the knowledge of its coalescence provides a better prediction.

It is important to stress that the Brent-Pollard heuristic is very accurate only on average over all polynomials in an appropriately chosen class. One might encounter polynomials whose behavior deviate significantly from this prediction, as expected from random mappings: the average rho length of some mappings differ significantly from the mean. For example, the polynomial $x^{3}+285 x \in \mathbb{F}_{p}[x]$, $p=36671$, has coalescence approximately 1 , but its factor of non-randomness is approximately 2.5 . We expect to encounter several examples as this one for each prime number $p$.

The classes of polynomials $x^{d}+c$ and $T_{d}$ have anomalous behavior, as one could expect from previously known results on their dynamics; see Sections 6.1 and 6.2 of (SILVERMAN, 2007), for example. However, it should be emphasized that the dynamics of these classes represent distinct situations in the following sense. The Chebyshev polynomial $T_{d} \in \mathbb{F}_{p}[x]$ may be general or not; see Theorem 45. Nevertheless, it can be seen from Tables 4.2 and 4.3 that Chebyshev polynomials do not behave as the Brent-Pollard heuristic suggests. Polynomials of the form $x^{d}+c \in \mathbb{F}_{p}[x]$ are predictably not typical, but their average rho length agrees with the Brent-Pollard prediction; see the experiments in (BRENT; POLLARD, 1981).

It is interesting to note that estimating the asymptotic average rho length of Chebyshev polynomials remains an open problem, but some work has been done in this direction. In (CHOU; SHPARLINSKI, 2004; VASIGA; SHALLIT, 2004) the authors study the average tail length of Chebyshev polynomials over $\mathbb{F}_{p}$. Our experiments support the interpretation of (VASIGA; SHALLIT, 2004) that this represents a bounded average tail length for Chebyshev polynomials $T_{d} \in \mathbb{F}_{p}[x]$ over different primes $p$. In contrast, it is proved in (ARNEY; BENDER, 1982) that the expected tail length of a class of mappings with asymptotic average coalescence $\lambda$
is $\sqrt{\pi n / 8 \lambda}$. The results of (CHOU; SHPARLINSKI, 2004; VASIGA; SHALLIT, 2004), coupled with our numerical results, suggest that the average cycle length of a random node of $T_{d} \in \mathbb{F}_{p}[x]$ is much larger than that of random mappings.

Our experiments suggest that the behavior of polynomials of a given class is dictated by its average coalescence, as conjectured in (BRENT; POLLARD, 1981). For instance, general polynomials of degree $d=2,3$ and 4 have different asymptotic distribution of indegrees, but the same asymptotic coalescence 1. These classes present an experimental average rho length of approximately $\sqrt{\pi p / 2}$. The results of (ARNEY; BENDER, 1982) support this heuristic. It is proved that, for a class $\mathcal{M}$ of mappings as the ones treated in this work, the asymptotic distribution of the number of cyclic nodes and local parameters such as the tail length, cycle length and rho length of a random node depend only on the asymptotic average coalescence of $\mathcal{M}$. The distribution of the number of components of a random mapping and the component size and tree size of a random node do not depend asymptotically on the restrictions on the indegrees. It is remarkable that so much structure of classes of mappings is preserved by their coalescence. This appears to hold because, under appropriate conditions, the moments of a random variable determine its distribution function uniquely; see Section 3.3 of (ROHATGI; SALEH, 2011). It is clear that, for any class $\mathcal{F}$ of mappings, the first moment of its asymptotic average indegree distribution $\overline{\mathcal{N}}(\mathcal{F})$ is 1 . The second moment of $\overline{\mathcal{N}}(\mathcal{F})$ defines the dominant term in the asymptotic distribution of various parameters (ARNEY; BENDER, 1982). It seems that higher order moments of $\overline{\mathcal{N}}(\mathcal{F})$ determine the terms of smaller order in the asymptotic distribution of such parameters. This would imply that, for example, approximating general polynomials of degree $d \geq 2$ by $d$-general mappings instead of unrestricted mappings provides a better prediction for primes of intermediate size.

## 5 ISOMORPHISM OF FUNCTIONAL GRAPHS

In this chapter we focus on the problem of determining if two mappings have equivalent dynamics. This problem is known as the graph isomorphism problem (GI), whose most popular version concern undirected graphs. Given two undirected graphs $G, H$ with sets of vertices $V(G)$ and $V(H)$, GI consists on the decision problem of determining if there is a bijection $\varphi: V(G) \longmapsto V(H)$ such that $(u, v)$ is an edge of $G$ if and only if $(\varphi(u), \varphi(v))$ is an edge of $H$. Among the several applications of this problem we highlight the ones related to organic chemistry, where graphs represent molecular links (CONE; VENKATARAGHAVAN; MCLAFFERTY, 1977).

We focus on the restriction of the graph isomorphism problem to functional graph of mappings. A linear isomorphism test for the functional graphs of quadratic polynomials over a finite field appears in (KONYAGIN et al., 2016). We extend this algorithm to d-mappings, defined as mappings $f:[n] \longrightarrow[n]$ such that, for some $d \geq 2,\left|f^{-1}(y)\right| \leq d$ for all $y \in[n]$. In other words, we give a linear isomorphism test for functional graphs with bounded indegrees; our analysis is done under the bitwise model. We note that a polynomial of degree $d$ over a finite field is a particular case of a $d$-mapping. If one considers as input of the algorithm two mappings chosen randomly and uniformly from the set of $n^{n}$ mappings on $n$ nodes, then the averagecase bitwise complexity of our algorithm remains subquadratic.

The authors in (KONYAGIN et al., 2016) also provide algorithms for isomorphism of unrestricted mappings. Their time complexities are given under different models by $O\left(k_{*} n\right)$ and $O\left(c_{*} n\right)$, where $k_{*}$ represents the size of the largest component observed in the functional graphs and $c_{*}$ represents the maximum multiplicity that a component size occurs in the functional graphs. See Section 3.4
of (KONYAGIN et al., 2016) for details. Even though $c_{*}$ is expected to be very small, both parameters may assume the value $n$. Therefore the worst-case time complexities of both algorithms are quadratic on $n$.

It should be noted that there is a linear time reduction from the directed graph isomorphism problem to the undirected graph isomorphism problem, discussed above. Graphs with bounded degree represent a case where there is a known polynomial-time algorithm for GI (LUKS, 1982) whose complexity in its original publication is $O\left(n^{c k \log k}\right)$, where $c>1$ is a constant and $k$ is the degree of the graph. This algorithm is unlikely to be useful in practice (MCKAY; PIPERNO, 2014).

The graph isomorphism problem is known to be in the class NP, that is, it is known to be verifiable in polynomial time. However, it is not known if GI is in P (solvable in polynomial time) or NP-complete. It is believed that, if $\mathrm{P} \neq \mathrm{NP}$, then GI may be one of the problems in the intermediate complexity classes (FORTIN, 1996). See (BABAI, 2015) for an unpublished preprint where the author claims to have obtained an algorithm that solves GI in quasipolynomial time. We refer to (READ; CORNEIL, 1977) for a survey of the important results known up to 1977.

Many researchers have made progress in restricted versions of GI. In the cases of connected planar graphs and rooted trees, there are algorithms whose worst case time complexity is linear in the number of vertices. There are known algorithms that solve this problem in polynomial time in several restrictions of GI; see (FORTIN, 1996) and the references therein.

This chapter is organized as follows. In Section 5.1 we present preliminary definitions and give an overview of the isomorphism test for quadratic polynomials presented in (KONYAGIN et al., 2016). Our algorithm is presented in Section 5.2. Section 5.3 contains the analysis of our algorithm and is split into two subsections. In
the first one we give a preliminary analysis, from which the worst-case and averagecase of our algorithm follows; these are given in the second subsection of Section 5.3. Section 5.4 contains our conclusions and possibilities of future work.

The results of this chapter have been submitted for publication in August of 2015. (MARTINS et al., 2015).

### 5.1 Preliminaries

Let $f:[n] \longrightarrow[n]$ be a mapping. It is known that the connected components of the functional graph of $f$ consist of a cycle (that may be a loop) whose nodes are roots of trees that are directed from leaves to cyclic nodes; these are called cyclic trees. Mappings with restrictions on preimage sizes present similar structure. See for example Section II. 5 of (FLAJOLET; SEDGEWICK, 2009).

Our approach to the aforementioned restriction of GI consists of creating a binary encoding for the graphs at hand. It is thus necessary to keep track of binary operations in the analysis of our algorithm. For this reason, we analyze our algorithm under the bitwise model instead of the usual uniform cost model; see Chapter 1 of (AHO; HOPCROFT; ULLMAN, 1974). In the latter, it is assumed that the execution of basic instructions requires one unit of time, while in the bitwise model the length of the binary representation of the arguments of such an operation are taken into account. For instance, the cost of adding two integers $m$ and $n$ is assumed to be 1 in the uniform cost model, whereas in the bitwise model the time complexity of this operation is $\log m+\log n$. The notation $O_{B}(\cdot)$ is frequently used to indicate an analysis under the bitwise model. We use the notation $O(\cdot)$ for simplicity since in this paper we focus only on the bitwise model.

Let $p$ be a prime number and $e \geq 1$ and consider the finite field $\mathbb{F}_{q}$ on $q=p^{e}$ elements. Our algorithm is a generalization of the one in (KONYAGIN et al., 2016) for quadratic polynomials over finite fields that we now summarize. The authors in (KONYAGIN et al., 2016) assume that the input of such an algorithm contains the adjacency list of each mapping. Hence the input has size $O(n \log n)$. In short, the authors take advantage of the fact that, if $f$ is a quadratic polynomial over $\mathbb{F}_{q}$ and $q$ is odd, then, with the exception of a single node with indegree 1 , every node in the graph has indegree 0 or 2; see Theorem 21. They use Floyd's cycle detection technique to run the orbit of unassigned nodes and compute the cyclic vertices of the graphs; see Section 3.1 of (KNUTH, 2011b). Next a depth-first search is performed starting at each cyclic node in order to compute the connected components of $\mathcal{G}_{f}$ and $\mathcal{G}_{h}$. They then add a dummy child to the node of indegree 1 and observe that every cyclic node of the graph is the root of a binary unordered tree, with the exception of the cyclic node itself: it has just one child. This fact is used to encode each tree efficiently by assigning 0 or 1 to a node if it has 0 or 2 children, respectively. The connected components of the functional graphs are encoded by concatenating the encoding of each tree in an appropriate order. When this is done for $\mathcal{G}_{f}$ and $\mathcal{G}_{h}$, they use prefix trees or tries (see Section 6.3 of (KNUTH, 2011a)) to compare the encoding of their connected components and determine if the functional graphs are isomorphic. This process can be implemented with linear complexity in time and space.

We focus on generalizing (KONYAGIN et al., 2016) to $d$-mappings. The main obstacle that one may identify for extending this algorithm to $d$-mappings $f, h:[n] \longrightarrow[n], d \geq 2$, is that the distribution of indegrees in this case is not as simple as the one for quadratic polynomials over a finite field of odd characteristic. It would take a major change in the graph to have $d$-ary cyclic trees. See Chapter 3 for results on the indegree distribution of cubic, quartic and general polynomials. Moreover, after comparing the encoding of the modified connected components using
prefix trees, the same procedure would not be enough to determine if the original functional graphs are isomorphic.

We are able to keep linear bitwise complexity in time and space by considering, first and foremost, an additional phase to the ones described in (KONYAGIN et al., 2016). In this additional phase, called Phase 0 , we compute the indegree of each node in $\mathcal{G}_{f}$ and $\mathcal{G}_{h}$ by running through their adjacency list. We store them in vectors $\operatorname{Deg}_{f}$ and $D e g_{h}$ of length $n$. We add dummy children to the nodes of $\mathcal{G}_{f}$ and $\mathcal{G}_{h}$ so that every node has indegree either 0 or $d$, giving rise to functional graphs $\mathcal{G}_{f}^{\prime}$ and $\mathcal{G}_{h}^{\prime}$. We encode the connected components of $\mathcal{G}_{f}^{\prime}$ and $\mathcal{G}_{h}^{\prime}$ in a similar fashion, modifying this phase of the algorithm due to the insertion of dummy children. We compare the encoding of the modified components of $\mathcal{G}_{f}^{\prime}$ and $\mathcal{G}_{h}^{\prime}$ using prefix trees as well. Finally, to be able to decide whether $\mathcal{G}_{f}$ and $\mathcal{G}_{h}$ are isomorphic, the nodes in the prefix tree keep track of how many dummy children each interior node in the corresponding connected components has. This is also done using prefix trees.

### 5.2 The algorithm

Our algorithm is described in phases, numbered from 0 to 3, and this section is divided into subsections accordingly. We denote by $d=d(f, h)$ the maximum indegree observed among the nodes of unrestricted mappings $f, h$.

### 5.2.1 Phase 0

In Phase 0 of our algorithm we run through the adjacency lists of $\mathcal{G}_{f}$ and $\mathcal{G}_{h}$ to compute the vectors $\operatorname{Deg}_{f}$ and $D e g_{g}$ : the $k$-th coordinate of these vectors are defined as the indegree of the node labeled $k$ in the corresponding functional graphs.

### 5.2.2 Phase 1

In Phase 1 we compute the connected components of $\mathcal{G}_{f}$ and $\mathcal{G}_{h}$, identifying the cyclic nodes and the cyclic trees of each functional graph. We do this in an alternative way. We select a node in $\mathcal{G}_{f}$ and compute its orbit using the adjacency list of the mapping $f$; this is assumed to be contained in the input of the algorithm. We can keep track of the previous nodes in the current orbit with a binary vector of length $n$, where the $k$-th coordinate is 1 if and only if the node $k$ is a previous node in the orbit. In order to identify the cyclic nodes of this component, we run through the cyclic part of the orbit one more time. Next we choose a node that has not been visited previously and repeat the process. If we keep track of the nodes that have been visited in previous orbits, it is required that we visit each cyclic node of $\mathcal{G}_{f}$ a constant number of times.

### 5.2.3 Phase 2

Next, in Phase 2, we consider modified functional graphs $\mathcal{G}_{f}^{\prime}$ and $\mathcal{G}_{h}^{\prime}$ obtained by introducing dummy children to the nodes with indegree $1, \ldots, d-1$ of $\mathcal{G}_{f}$ and $\mathcal{G}_{h}$, so that the indegree of every node in the graphs is 0 or $d$. The cyclic nodes should be handled separately: for every cyclic node with indegree $m>1$, we add $d+1-m$ dummy children. We note that the cyclic trees of $\mathcal{G}_{f}^{\prime}$ and $\mathcal{G}_{h}^{\prime}$ are $d$-ary. The connected components of the modified graphs can be encoded recursively as follows. Let $s \circ t$ denote the concatenation of binary strings $s$ and $t$ and let $L(\cdot)$ denote the label of an object. For each vertex $v$, we assign the bit 0 to $v$ if $v$ is a leaf of $\mathcal{G}_{f}^{\prime}$; otherwise, we assign to $v$ the binary string $1 \circ L\left(T_{1}(v)\right) \circ \cdots \circ L\left(T_{d}(v)\right)$, where $T_{1}(v), \ldots, T_{d}(v)$ are the subtrees of $v$ in $\mathcal{G}_{f}^{\prime}$ and:
(i) $L\left(T_{1}(v)\right) \geq \cdots \geq L\left(T_{d}(v)\right)$ in lexicographic order;
(ii) if $L\left(T_{i_{1}}(v)\right)=\cdots=L\left(T_{i_{s}}(v)\right), i_{1} \leq \cdots \leq i_{s}$, and $u_{i_{1}}, \ldots, u_{i_{s}}$ represent their respective roots, then $\operatorname{Deg}\left[u_{i_{1}}\right] \geq \cdots \geq \operatorname{Deg}\left[u_{i_{s}}\right]$.

We use the encoding of the cyclic trees of $\mathcal{G}_{f}^{\prime}$ to create an encoding for the connected components. The encoding of the cyclic trees of $\mathcal{G}_{f}^{\prime}$ are concatenated according to their cyclic ordering in the graph, with the first node being the one that determines the greatest value for the encoding of the corresponding component; this is done using the ideas of Algorithm 2 of (KONYAGIN et al., 2016).

We note that if $\mathcal{G}_{f}$ and $\mathcal{G}_{h}$ are isomorphic, so are $\mathcal{G}_{f}^{\prime}$ and $\mathcal{G}_{h}^{\prime}$, but the converse is not true. The structure of the connected components of $\mathcal{G}_{f}$ and $\mathcal{G}_{h}$ should be encoded unambiguously in the encoding of the connected components of $\mathcal{G}_{f}^{\prime}$ and $\mathcal{G}_{h}^{\prime}$. The condition (i) is enough to verify whether $\mathcal{G}_{f}^{\prime}$ and $\mathcal{G}_{h}^{\prime}$ are isomorphic, but in order to solve the original problem we keep track of the $\mathcal{G}_{f}$-indegree of each interior node in the encoding of a connected component $C^{\prime}$ of $\mathcal{G}_{f}^{\prime}$. We do this by attaching to $L\left(C^{\prime}\right)$ the vector $\mathcal{V}^{C^{\prime}}$ defined as follows:
(i) The length of $\mathcal{V}^{C^{\prime}}$ is the number of 1 's in the encoding of $C^{\prime}$.
(ii) If the $k$-th bit 1 in the encoding of $C^{\prime}$ represents the node $\ell$ of $\mathcal{G}_{f}$, then $\mathcal{V}^{C^{\prime}}[k]=D e g_{f}[\ell]$.

We keep track of the insertion of dummy children with this vector. We note that this procedure imposes an ordering on the subtrees of an interior node, so we must ensure that the encoding $\left(L\left(C^{\prime}\right), \mathcal{V}^{C^{\prime}}\right)$ of a component $C^{\prime}$ presents structural consistency: this is done by means of item (ii) of the labeling description.

We illustrate the necessity of ordering isomorphic subtrees of a node in $\mathcal{G}_{f}^{\prime}$ with respect to their $\mathcal{G}_{f}$-indegree in Figures 5.1 and 5.2. In these figures we have
isomorphic trees where dummy nodes are inserted in order to create ternary trees. The binary encoding of the modified trees coincide, as they are both 1100010000. However, the sequence of indegrees of internal nodes are distinct: the bits that are equal to 1 correspond to nodes with indegrees $3,1,2$ and $3,2,1$, respectively. This would lead the algorithm to respond that these graphs are non-isomorphic. In Figure


Figure 5.1: Isomorphic trees with siblings ordered according to their labels.
5.2, the isomorphic modified subtrees of the interior nodes of both trees are ordered according to their $\mathcal{G}_{f}$-indegree. The encoding of the modified trees remains the same and the sequence of indegrees of internal nodes are now both $3,2,1$.


Figure 5.2: Isomorphic trees with siblings ordered according to their labels and indegrees.

The following lemma proves that the pair $\left(L\left(C^{\prime}\right), \mathcal{V}^{C^{\prime}}\right)$ encodes perfectly the structure of a connected component $C$ of $\mathcal{G}_{f}$.

Lemma 7. Let $\mathcal{G}_{f}$ be the functional graph of a mapping $f:[n] \longrightarrow[n]$. Let $\mathcal{C}$ be the set of isomorphism classes of connected components of $\mathcal{G}_{f}$ and, for each $C \in \mathcal{C}$, let $\Psi(C)=\left(L\left(C^{\prime}\right), \mathcal{V}^{C^{\prime}}\right)$, where $L\left(C^{\prime}\right)$ and $\mathcal{V}^{C^{\prime}}$ are as detailed above. Then $\Psi(\cdot)$ is a bijection between the sets $\mathcal{C}$ and $\mathcal{C}^{\prime}=\left\{\left(L\left(C^{\prime}\right), \mathcal{V}^{C^{\prime}}\right), C \in \mathcal{C}\right\}$.

Proof. It is enough to prove that this correspondence is injective. Let $C_{1}, C_{2}$ be connected components of $\mathcal{G}_{f}$ such that $C_{1}^{\prime}$ and $C_{2}^{\prime}$ are isomorphic and $\mathcal{V}^{C_{1}^{\prime}}=\mathcal{V}^{C_{2}^{\prime}}$.

Let $A$ be the set of vertices of $C_{1}$. We identify the set of vertices of $C_{1}^{\prime}$ as the union of $A$ and $A^{\prime}$, where the latter represents the dummy nodes of $C_{1}^{\prime}$.

Since $C_{1}^{\prime}$ and $C_{2}^{\prime}$ are isomorphic, there is a bijection $\phi$ between the nodes of $C_{1}^{\prime}$ and $C_{2}^{\prime}$ such that $(x, y)$ is an arc of $C_{1}^{\prime}$ if and only if $(\phi(x), \phi(y))$ is an arc of $C_{2}^{\prime}$, for $x, y$ nodes of $C_{1}^{\prime}$. If $x$ is an interior node of $C_{1}^{\prime}$, then $\phi(x)$ is an interior node of $C_{2}^{\prime}$ and, since $\mathcal{V}^{C_{1}^{\prime}}=\mathcal{V}^{C_{2}^{\prime}}, \phi(x)$ has the same number of dummy children as $x$. Therefore $\phi$ can be chosen so that $\phi(\alpha)$ is a dummy node of $C_{2}^{\prime}$ if and only if $\alpha$ is a dummy node of $C_{1}^{\prime}$ : it is enough to permute the leaves in the original graphs with the dummy nodes of $C_{1}^{\prime}, C_{2}^{\prime}$.

Let ( $a, f(a)$ ) be an arc of $C_{1}$. It follows that $\phi(a)$ is not a dummy node of $C_{2}^{\prime}$, so the $\operatorname{arc}(\phi(a), f(\phi(a)))$ of $C_{2}^{\prime}$ is also present in $C_{2}$. Therefore the restriction $\left.\phi\right|_{A}$ of $\phi$ to the set $A$ is a 1 -to- 1 application onto the set nodes of $C_{2}$ such that ( $a, f(a)$ ) is an arc of $C_{1}$ if and only if $(\phi(a), f(\phi(a)))$ is an arc of $C_{2}$.

### 5.2.4 Phase 3

As in (KONYAGIN et al., 2016), we use prefix trees or tries to compare binary strings. We create a prefix tree $\mathcal{T}_{f}$ with the encoding of the connected components $C$ of $\mathcal{G}_{f}$. This can be done using the pairs $\left(L\left(C^{\prime}\right), L\left(\mathcal{V}^{C^{\prime}}\right)\right)$; see Lemma 7 . We insert the encodings $L\left(C^{\prime}\right)$ in the prefix tree $\mathcal{T}_{f}$ and attach to the terminal node $v$ of such an insertion a new prefix tree, denoted by $\mathcal{T}_{f}(v)$, where the labelings $L\left(\mathcal{V}^{C^{\prime}}\right)$ are inserted and thus compared. If no previous insertion of a connected component $C_{0}^{\prime}$ with $\mathcal{V}^{C_{0}^{\prime}}=\mathcal{V}^{C^{\prime}}$ has terminated at the corresponding node, we create a counter for it, initialized with the value 1 . If such an insertion has taken place before, we just increment the corresponding counter. It follows that isomorphic components $C^{\prime}$ of $\mathcal{G}_{f}^{\prime}$ are grouped in nodes of $\mathcal{T}_{f}$. Each such class splits into subclasses of isomorphic
components $C$ of $\mathcal{G}_{f}$, represented by nodes of the corresponding tries $\mathcal{T}_{f}(v)$.

We encode the vector $\mathcal{V}^{C^{\prime}}$ associated to a component $C^{\prime}$ of $\mathcal{G}_{f}^{\prime}$ as follows. For every component $C^{\prime}$ of $\mathcal{G}_{f}^{\prime}$ we consider, for $\ell=1, \ldots, d-1$, the binary vector $V_{\ell}^{C^{\prime}}$ with $\left|V_{\ell}^{C^{\prime}}\right|=\left|\mathcal{V}^{C^{\prime}}\right|$ and $V_{\ell}^{C^{\prime}}[k]=1$ if and only if the $k$-th bit 1 of $\mathcal{V}^{C^{\prime}}$ represents a node with indegree $\ell$. The labeling $L\left(\mathcal{V}^{C^{\prime}}\right)$ of $\mathcal{V}^{C^{\prime}}$ is defined as

$$
L\left(\mathcal{V}^{C^{\prime}}\right)=V_{1}^{C^{\prime}} \circ V_{2}^{C^{\prime}} \circ \cdots \circ V_{d-1}^{C^{\prime}}
$$

We check if the graphs $\mathcal{G}_{f}$ and $\mathcal{G}_{h}$ are isomorphic operating with counters. When we insert in the prefix tree $\mathcal{T}_{f}$ a pair $\left(L\left(C^{\prime}\right), \mathcal{V}^{C^{\prime}}\right)$, we increment (or create) the counter in the terminal node of the corresponding trie $\mathcal{T}_{f}(v)$. Next, we repeat the process for the pairs $\left(L\left(C^{\prime \prime}\right), \mathcal{V}^{C^{\prime \prime}}\right)$ of $\mathcal{G}_{h}$ with the following modification: we decrement the counter of the terminating nodes of the insertions. We note that if the insertion of a pair $\left(L\left(C^{\prime \prime}\right), \mathcal{V}^{C^{\prime \prime}}\right)$ of $\mathcal{G}_{h}$ leads to a node where a counter has not been initialized previously, then $\mathcal{G}_{f}$ and $\mathcal{G}_{h}$ are not isomorphic. The functional graphs $\mathcal{G}_{f}, \mathcal{G}_{h}$ are isomorphic if and only if all counters are equal to zero at the end of the process.

We assume that $\mathcal{G}_{f}$ and $\mathcal{G}_{h}$ have the same number of connected components; otherwise, $\mathcal{G}_{f}$ and $\mathcal{G}_{h}$ are not isomorphic. We note that there is a counter with a positive value at the end of the process if and only if:
(i) there is a counter with a negative value, or
(ii) if the insertion of a connected component $C^{\prime \prime}$ of $\mathcal{G}_{h}^{\prime}$ leads to a new external node.

We are able to detect the occurrence of (i) or (ii) during the process of insertion of the pairs $\left(L\left(C^{\prime \prime}\right), \mathcal{V}^{C^{\prime \prime}}\right)$ in the system of prefix trees. Therefore it is not necessary to
run through the external nodes of the "system" of tries to check if all counters are zero.

### 5.3 Analysis of the algorithm

The input of our algorithm is considered to be the adjacency list of the functional graphs $\mathcal{G}_{f}, \mathcal{G}_{h}$ of mappings $f, h:[n] \longrightarrow[n]$. Therefore the input size is proportional to $n \log n$. We recall that $d$ is the parameter that represents the maximum indegree observed among the nodes of $\mathcal{G}_{f}$ and $\mathcal{G}_{h}$. This is an important parameter on the analysis of performance of the algorithm; it determines the number of dummy nodes inserted in $\mathcal{G}_{f}$ and $\mathcal{G}_{h}$ for the creation of $\mathcal{G}_{f}^{\prime}$ and $\mathcal{G}_{h}^{\prime}$. In Section 5.3.1 we consider $d$ as a parameter in the analysis and we conclude in Section 5.3.2 providing the worst-case bitwise complexity in the case where $d$ is bounded. The average-case analysis of our algorithm is done under the assumption that $f, h$ are mappings chosen uniformly at random from the set of all mappings on $n$ nodes. This is done in Section 5.3.2 as well.

### 5.3.1 Preliminaries

For the remainder of this section, $f, h$ represent mappings on $n$ elements and $d$ represents the maximum indegree among the nodes of $\mathcal{G}_{f}$ and $\mathcal{G}_{h}$.

Proposition 6. The worst-case bitwise time and space complexities for Phase 0 are $O(n \log n)$ and $O(n \log d)$, respectively.

Proof. The time complexity for identifying the image of an element of $[n]$ is $O(\log n)$, giving a total time complexity of $O(n \log n)$ for Phase 0 . Since the indegree of every
node of $\mathcal{G}_{f}$ or $\mathcal{G}_{h}$ is at most $d$, it follows that the space complexity of this phase is $O(n \log d)$.

Proposition 7. The worst-case bitwise time and space complexities for Phase 1 are $O(n \log n)$.

Proof. As mentioned in Section 5.2.2, each node requires a constant number of visits in the implementation of Phase 1. The time complexity of each visit is $O(\log n)$, so the time complexity of Phase 1 is $O(n \log n)$.

Since the number of connected components in a mapping on $n$ nodes is no greater than $n$, the space complexity for identifying the connected components of $\mathcal{G}_{f}$ is $O(n \log n)$. The same arguments show that the space complexity for identifying cycles of $\mathcal{G}_{f}$ is $O(n \log n)$ as well. The result follows from the fact that the space complexity for the cyclic trees of $\mathcal{G}_{f}$ is proportional to the product of their number of nodes and the space required for the labels that each node carries.

Proposition 8. The worst-case bitwise time complexity for Phase 2 is $O\left(d^{2} n \log n\right)$.

Proof. The bulk of the cost for the implementation of Phase 2 is given by the ordering of the labels of the subtrees $T_{1}(v), \ldots, T_{d}(v)$ of an internal node $v$ of $\mathcal{G}_{f}^{\prime}$. It is necessary to order $L\left(T_{1}(v)\right), \ldots, L\left(T_{d}(v)\right)$ in lexicographic order and then order the maximal runs $L\left(T_{i_{1}}(v)\right)=\cdots=L\left(T_{i_{s}}(v)\right)$ as detailed in Section 5.2.3.

We analyze first the cost of the lexicographic ordering throughout the creation of the labeling of a $d$-ary cyclic tree $T$. We assume that $T$ is a complete and full $d$-ary tree, for this is the worst case for the creation of the label $L(T)$. Let $h \geq 0$ be
the height of $T$. Its number of nodes is given by

$$
\begin{equation*}
|T|=\frac{d^{h+1}-1}{d-1} \tag{5.1}
\end{equation*}
$$

Let $C_{k}$ be the number of bit comparisons required for the ordering of the children of the nodes of $\mathcal{G}_{f}$ in the $k$-th level of $T$ and let $L_{k}$ be the length of each label in this level. Then, for $k=0, \ldots, h$,

$$
\begin{equation*}
L_{k}=1+d+\cdots+d^{h-k}=\frac{d^{h-k+1}-1}{d-1} \tag{5.2}
\end{equation*}
$$

There are $d^{k}$ nodes in the $k$-th level of $T$, grouped in $d$-uples of siblings. In order to sort lexicographically $d$ bit strings of length $L_{k}$, we must carry no more than $d L_{k}$ bit comparisons. It follows from Equation (5.2) that

$$
C_{k} \leq \frac{d^{k}}{d} d L_{k} \leq d^{k} \frac{d^{h-k+1}}{d} \frac{d}{d-1} \leq 2 d^{h}
$$

As a consequence, the total number $C_{T}$ of bit comparisons required for the lexicographic ordering of the nodes of $T$ throughout the creation of $L(T)$ is

$$
C_{T}=\sum_{k=1}^{h} C_{k} \leq \sum_{k=1}^{h} 2 d^{h}=2 h d^{h} .
$$

Equation (5.1) implies that $h=\log _{d}(|T|(d-1)+1)-1$, so

$$
\begin{equation*}
C_{T} \leq 2\left[\log _{d}(d|T|+d|T|)\right] \frac{1}{d}(d|T|+d|T|)=O(|T| \log |T|) . \tag{5.3}
\end{equation*}
$$

Next we analyze the number $C_{T}^{*}$ of bit operations required for ordering sibling nodes of $T$ according to their $\mathcal{G}_{f}$-indegree, as described in Section 5.2.3. We use counting sort for this process; see Section 8.2 of (CORMEN et al., 2009). The time complexity for ordering $m$ integers in the range $[1, d]$ is $O(m \log m+d \log m+m \log d)$. If $T$ has $s$ interior nodes with $m_{1}, \ldots, m_{s}$ children each, then $C_{T}^{*}$ satisfies

$$
\begin{equation*}
C_{T}^{*}=O\left(d \sum_{i=1}^{s} \log m_{i}+\sum_{i=1}^{s}\left(m_{i}+m_{i}\right) \log |T|\right) . \tag{5.4}
\end{equation*}
$$

It is a fact that (see Section 2 of (STEELE, 2004), for example)

$$
\begin{equation*}
\left(\prod_{i=1}^{s} m_{i}\right)^{1 / s} \leq \frac{1}{s} \sum_{i=1}^{s} m_{i} . \tag{5.5}
\end{equation*}
$$

It follows from Equations (5.4) and (5.5) that

$$
\begin{equation*}
C_{T}^{*}=O\left(d \cdot s\left(\log \frac{1}{s}+\log |T|\right)+2|T| \log |T|\right)=O(d|T| \log |T|) . \tag{5.6}
\end{equation*}
$$

Let $C$ be a connected component of $\mathcal{G}_{f}$ and consider the associated component $C^{\prime}$ of $\mathcal{G}_{f}^{\prime}$. Equations (5.3) and (5.6) imply that the total time complexity for the creation of the label $L\left(C^{\prime}\right)$ is

$$
O\left(\sum_{T \subseteq C^{\prime}}\left(C_{T}+C_{T}^{*}\right)\right)=O\left(\sum_{T \subseteq C^{\prime}}(|T| \log n+d|T| \log n)\right)=O\left(d\left|C^{\prime}\right| \log n\right) .
$$

Therefore, the total time complexity of Algorithms 2.a and 2.b for creating the pairs $\left(L\left(C^{\prime}\right), \mathcal{V}^{C^{\prime}}\right), C^{\prime} \subseteq \mathcal{G}_{f}^{\prime}$, is

$$
\sum_{C^{\prime} \in \mathcal{G}_{f}^{\prime}} d\left|C^{\prime}\right| \log n=O\left(d\left|\mathcal{G}_{f}^{\prime}\right| \log n\right)=O\left(d^{2} n \log n\right) .
$$

Proposition 9. The worst-case bitwise space complexity for Phase 2 is $O(d n)$.

Proof. The length of the binary encoding of the functional graphs $\mathcal{G}_{f}^{\prime}$ and $\mathcal{G}_{h}^{\prime}$ is given by the number of nodes in each functional graph, so the space complexity for the binary encoding of each graph is $O(d n)$. Also, the vector $\mathcal{V}^{C^{\prime}}$ has length $O\left(\left|C^{\prime}\right|\right)$, where each coordinate requires $O(\log d)$ space. Therefore the space complexity for Phase 2 is $O(d n)$.

Proposition 10. The worst-case bitwise time complexity for Phase 3 is $O(d n+n \log n)$.

Proof. Let $C$ be a connected component of $\mathcal{G}_{f}$. We analyze first the cost of creating the labeling $L\left(\mathcal{V}^{C^{\prime}}\right)$. For $j=1, \ldots, d-1$, we determine the vector $V_{j}^{C^{\prime}}$ as described in Section 5.2.4 and concatenate it to right of the string $L\left(\mathcal{V}^{C^{\prime}}\right)$, initialized as an empty string. The time complexity of the creation of $V_{1}^{C^{\prime}}$ is $O(|C|)$. If $|C|_{k}$ denotes the number nodes of $C$ with indegree $k$, then Theorem 6 gives

$$
\begin{equation*}
\sum_{k \geq 0}|C|_{k}=\sum_{k \geq 1} k|C|_{k}=n . \tag{5.7}
\end{equation*}
$$

If the nodes with indegree $k<j$ were marked previously once we start the computations for determining $V_{j}^{C^{\prime}}, j=2, \ldots, d-1$, then Equation (5.7) implies that the time complexity for the creation of $L\left(\mathcal{V}^{C^{\prime}}\right)$ is

$$
\begin{equation*}
O\left(|C|+\sum_{j=2}^{d-1}\left[\sum_{k=1}^{j-1}|C|_{k}+\sum_{k=j}^{d-1}|C|_{k} \log d\right]\right)=O(d|C|) . \tag{5.8}
\end{equation*}
$$

The worst-case complexity for both the search of a binary string $s$ in a trie $\mathcal{T}$ and its inclusion in $\mathcal{T}$ is $O(|s|)$; see Section 6.3 of (KNUTH, 2011a). The labeling $L\left(\mathcal{V}^{C^{\prime}}\right)$ consists of the concatenation of $d-1$ binary vectors of length $\left|\mathcal{V}^{C^{\prime}}\right|$, so the time complexity for the insertion of $|C|$ and $L\left(\mathcal{V}^{C^{\prime}}\right)$ in the corresponding prefix trees are $O(|C|)$ and $O(d|C|)$, respectively.

Let $C_{1}, \ldots, C_{r}$ be the connected components of $\mathcal{G}_{f}$. Once a search for $L\left(\mathcal{V}^{C_{i}^{\prime}}\right)$ is run in the corresponding trie, we create a counter with the value 1 in a newly created node or increment the counter in an existing node; we denote the cost of the appropriate operation by $c_{i}$. It follows from Equation (5.8) that the time complexity of Phase 3 is

$$
\begin{equation*}
O\left(\sum_{i=1}^{r}\left(d\left|C_{i}\right|+c_{i}\right)\right)=O\left(d\left|\mathcal{G}_{f}\right|+\sum_{i=1}^{r} c_{i}\right) . \tag{5.9}
\end{equation*}
$$

The worst-case bitwise complexity complexity for $\sum_{i} c_{i}$ is given by the case where $\mathcal{G}_{f}^{\prime}$ has $n$ connected components with the same encoding, for it is cheaper to set a
counter with value 1 than to add 1 to an existing counter. Therefore,

$$
\begin{equation*}
\sum_{i=1}^{r} c_{i}=O\left(\sum_{i=1}^{r} \log i\right)=O(r \log r-r)=O(n \log n) \tag{5.10}
\end{equation*}
$$

It follows from Equations (5.9) and (5.10) that the worst-case time complexity for the insertion of $\left(L\left(C^{\prime}\right), L\left(\mathcal{V}^{C^{\prime}}\right)\right)$ in $\mathcal{T}_{f}$ is $O(d n+n \log n)$. The insertion of the connected components of $\mathcal{G}_{h}$ in $\mathcal{T}_{f}$ have the same time complexity.

Proposition 11. The worst-case bitwise space complexity for Phase 3 is $O(d n)$.

Proof. The functional graph of $f$ has at most $\left|\mathcal{G}_{f}\right|$ connected components and the addition of dummy nodes does not create new components. Therefore $\mathcal{G}_{f}^{\prime}$ has at most $\left|\mathcal{G}_{f}\right|$ connected components and the trie $\mathcal{T}_{f}$ for the encoding of the connect components of $\mathcal{G}_{f}^{\prime}$ has at most $\left|\mathcal{G}_{f}\right|$ nodes. The worst case space complexity for $\mathcal{T}_{f}$ is that of a trie on $\left|\mathcal{G}_{f}\right|$ nodes. Indeed, every time the encoding of connected components of $\mathcal{G}_{f}^{\prime}$ overlap we increment the counter of the corresponding node in $\mathcal{T}_{f}$. This demands at most one extra bit in the counter, so the cost of increasing a counter is less than the cost of creating a distinct branch in the trie. It follows that (KNUTH, 2011a) the worst case space complexity for $\mathcal{T}_{f}$ is $O(n)$.

For each component $C_{i}^{\prime}$ of $\mathcal{G}_{f}^{\prime}$, the label $L\left(\mathcal{V}^{C_{i}^{\prime}}\right)$ consists of the concatenation of $d-1$ vectors of length $\left|\mathcal{V}^{C_{i}^{\prime}}\right|$. Therefore the space complexity for the labels $L\left(\mathcal{V}^{C_{i}^{\prime}}\right)$, $i=1, \ldots, r$, is

$$
O\left(\sum_{i=1}^{r} d\left|C_{i}\right|\right)=O(d n)
$$

By arguments similar to the ones presented above, the worst case for the prefix trees $\mathcal{T}_{f}(v)$ is that where there is no coincidence of label $L\left(C_{i}^{\prime}\right)$ and $L\left(\mathcal{V}^{C_{i}^{\prime}}\right)$. The prefix trees $\mathcal{T}_{f}(v)$, in this case, require altogether $O(r)=O\left(\left|\mathcal{G}_{f}\right|\right)=O(n)$ of space.

### 5.3.2 Worst-case and average-case analysis

If $d \geq 2$ is a fixed integer and $f, h$ are $d$-mappings on $n$ elements, then the maximum indegree observed in $\mathcal{G}_{f}, \mathcal{G}_{h}$ remains bounded as $n$ approaches infinity. The worst-case analysis of our algorithm in this case follows at once from Propositions 6 to 11.

Theorem 46. The algorithm described in Section 5.2 provides an isomorphism test for functional graphs of d-mappings on nodes whose worst-case time and space bitwise complexities are $O(n \log n)$. In particular, this algorithm has linear bitwise complexity in time and space.

Let $\mathcal{F}_{n}$ be the set of all mappings on $n$ nodes. We study the average case bitwise complexity of our algorithm under the assumption that we are given two random uniform mappings $f, h \in \mathcal{F}_{n}$. It should be noted that a naive algorithm for testing functional graphs for isomorphism has linear average-case time complexity. It is possible to compute in linear time parameters of a functional graph such as the degree sequence or the sequence of cycles sizes. It is very unlikely that these parameters coincide for two random uniform mappings, so in most cases this should be enough. It would be interesting to obtain precise combinatorial results on these predictions. Instead, in the following, we prove that our algorithm has subquadratic average time and space bitwise complexities.

The average-case analysis of our algorithm follows from results on the balls-in-bins-model, where $n$ balls are thrown into $m$ bins. In the case of a mapping $f \in \mathcal{F}_{n}$, we have $m=n$ and the allocation of the $i$-th ball in the $j$-th bin represents the choice $j$ for the image of $i: f(i)=j$. The number of balls in the most filled bin at the end of the process is the capacity of the system; it represents the maximum indegree in the functional graph of the corresponding mapping. Proposition VIII. 10
of (FLAJOLET; SEDGEWICK, 2009) gives an asymptotic estimate for the expected value of the capacity of such an object.

Theorem 47 (Proposition VIII. 10 of (FLAJOLET; SEDGEWICK, 2009)). Let $f, h$ be random mappings chosen uniformly and independently from $\mathcal{F}_{n}$. Then the expectation of the maximum indegree $d=d(f, h)$ observed in the functional graphs $\mathcal{G}_{f}, \mathcal{G}_{h}$ satisfies

$$
\mathbb{E}[d] \leq \log n
$$

for sufficiently large $n$. Moreover, the probability $\mathbb{P}_{n}[d>2 \log n]$ that d exceeds $2 \log n$ tends to 0 as $n$ approaches infinity.

The combination of Theorem 47 and Propositions 6 to 11 allows us to bound the average-case bitwise time and space complexities of our algorithm. We stress that the asymptotic result on $\mathbb{P}_{n}[d>2 \log n]$ implies that it is very unlikely that two random uniform mappings $f, h$ represent an input that deviates significantly from our average-case analysis.

Theorem 48. The algorithm described in Section 5.2 provides an isomorphism test for functional graphs of mappings on $n$ nodes whose average-case time and space bitwise complexities are $O\left(n \log ^{3} n\right)$ and $O(n \log n)$. In particular, this algorithm has subquadratic bitwise complexity in time and space.

### 5.4 Conclusions and further work

We present in this chapter an isomorphism test with linear time and space bitwise complexities for the functional graphs $\mathcal{G}_{f}, \mathcal{G}_{h}$ of $d$-mappings $f, h:[n] \longrightarrow$ $[n]$. In particular, it provides a linear isomorphism test for the functional graph of polynomials over finite fields. If $f, h$ are random uniform mappings on $n$ nodes, then the ratio between the bitwise average-case complexity of our algorithm and its input
size is $O(\log n)$. This is attributed to the fact that the expectation of the maximum indegree $d$ observed in $\mathcal{G}_{f}, \mathcal{G}_{h}$ is $O(\log n)$.

It would be interesting to conduct a more precise analysis of our algorithm in order to estimate the constant implied by the big-Oh notation. This could provide valuable insight on how practical our algorithm is. An implementation of our algorithm would also be interesting in that regard.

The algorithm presented in this section may be improved using a parenthesisbased codification for trees; this could lead to a linear isomorphism test that requires no restriction on the indegrees of the mappings.

## 6 PERIODS OF ITERATIONS OF MAPPINGS

Let $\Omega_{n}$ be the set of all mappings $f:[n] \longrightarrow[n]$, where $[n]=\{1, \ldots, n\}$, and consider the probability space defined by the uniform distribution on the elements of $\Omega_{n}$. Let $f \in \Omega_{n}$. Since $\Omega_{n}$ is finite, the sequence of functional compositions $f^{(m)}=f \circ f^{(m-1)}, m \geq 1$, must cycle back to itself. Let $\mathbf{T}(f)$ be the period of this sequence, that is, the least integer $T \geq 1$ such that $f^{(m+T)}=f^{(m)}$ for all $m \geq n$. The parameter $\mathbf{T}(f)$ equals the order of the permutation obtained by restricting the mapping $f$ to its cyclic vertices. It is proved in (HARRIS, 1973) that the distribution of $\log \mathbf{T}$, when centered around $h_{n}=(\log n)^{2} / 8$ and normalized by $b_{n}=(\log n)^{3 / 2} / \sqrt{24}$, converges in distribution to the Gaussian distribution:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}_{n}\left[\frac{\log \mathbf{T}-h_{n}}{b_{n}} \leq x\right]=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-t^{2} / 2} d t \tag{6.1}
\end{equation*}
$$

An asymptotic estimate for the expected value of $\mathbf{T}$ over all mappings on $n$ nodes is obtained in (SCHMUTZ, 2011):

$$
\begin{equation*}
\mathbb{E}_{n}[\mathbf{T}]=\exp \left(k_{0} \sqrt[3]{\frac{n}{\log ^{2} n}}(1+o(1))\right) \tag{6.2}
\end{equation*}
$$

where $k_{0} \approx 3.36$. We note that Equation (6.1) does not imply convergence of moments. Also, for $X$ a random variable and $g$ a continuous real function, in general $g(\mathbb{E}[X])$ does not equal $\mathbb{E}[g(X)]$; see Chapters 3 and 6 of (ROHATGI; SALEH, 2011).

The parameter $\mathbf{T}$ can be proven to be the least common multiple of the cycle lengths of the components of the functional graph of $f$. If $\mathbf{B}(f)$ is the product of all cycle lengths of $f$ including multiplicities and $\operatorname{gcd}_{f}$ is the grand common divisor of the length of all cycles of $f$, then

$$
\mathbf{T}(f)=\frac{\mathbf{B}(f)}{\operatorname{gcd}_{f}} .
$$

One might consider $\mathbf{B}$ as an approximation for $\mathbf{T}$. For instance, the probability that $\log \mathbf{T}$ and $\log \mathbf{B}$ differ by at least $\log ^{3 / 2} n$ satisfies

$$
\mathbb{P}_{n}\left[\log \mathbf{B}-\log \mathbf{T} \geq \log ^{3 / 2} n\right] \leq \frac{c(\log \log n)^{2}}{\log ^{1 / 2} n} \rightarrow 0
$$

as $n$ approaches infinity; see Proposition 1.2 of (SCHMUTZ, 2011). However, it is proved in (SCHMUTZ, 2011) that the expectation of $\mathbf{B}$ deviates significantly from the expectation of $\mathbf{T}$ :

$$
\mathbb{E}_{n}[\mathbf{B}]=\exp \left(\frac{3}{2} \sqrt[3]{n}(1+o(1))\right)
$$

In this chapter we derive similar results for the classes of $\{0, k\}$-mappings, defined as mappings with indegrees restricted to the set $\{0, k\}$ for some $k \geq 2$; see Definition 20.

The research on estimates on random mappings is motivated in part due to the use of these objects as a model for the statistics of polynomials. This is the Brent-Pollard heuristic. It was introduced by Pollard in the analysis of his factorization method: he conjectured that quadratic polynomials behave like random mappings with respect to their average rho length (POLLARD, 1975). However, $\{0,2\}$-mappings could provide a better model for quadratic polynomials due to the similarities between the indegree distribution of these classes; see the discussion in Chapter 1. It is thus of interest to estimate the asymptotic behavior of parameters of mappings with certain restrictions on their indegrees, as discussed in Chapter 1 and Section 2.3.1. The class of $\{0, k\}$-mappings provides a good heuristic model for quadratic polynomials $(k=2)$ and also for polynomials of the form $x^{k}+a \in \mathbb{F}_{p}[x]$ with $p \equiv 1(\bmod k)$; see (BRENT; POLLARD, 1981) and Theorems 37 and 38. We denote this class of polynomials in this chapter by $\{0, k\}$-polynomials.

The discussion in Chapter 4 suggests that unrestricted mappings and $\{0,2\}$ mappings represent equally accurate models for the expected rho length of quadratic
polynomials. It is curious that the knowledge of the indegree distribution of these polynomials, as discussed in Chapter 3, does not represent an improvement on the heuristic. An asymptotic estimate on a different parameter, such as $\mathbf{B}$ and $\mathbf{T}$, represents thus an interesting problem: it could provide a significant deviation on the asymptotic behavior of these classes of mappings or reinforce the similarities between them. We prove in Sections 6.2 and 6.3 that the latter is the case for $\mathbf{B}$ and $\mathbf{T}$.

### 6.1 Preliminary Results

Let $\Omega_{n}^{\{0, k\}}$ be the set of $\{0, k\}$-mappings. Let $\mathcal{Z}=\mathcal{Z}(f)$ be the set of cyclic nodes of a mapping $f \in \Omega_{n}^{\{0, k\}}$ and denote $\mathbf{Z}=|\mathcal{Z}|$. We can write the expected value of $\mathbf{B}$ over $\Omega_{n}^{\{0, k\}}$ as

$$
\begin{equation*}
\mathbb{E}_{n}^{\{0, k\}}[\mathbf{B}]=\sum_{m=1}^{n} \mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=m] \mathbb{E}_{n}^{\{0, k\}}[\mathbf{B} \mid \mathbf{Z}=m] \tag{6.3}
\end{equation*}
$$

To avoid confusion, we index probabilities and expected values by the set of allowed indegrees of the class of mappings in question: $\mathbb{N}$ in the case of (SCHMUTZ, 2011) or $\{0, k\}$ in our case. It is a well known fact that the restriction of a random unrestricted mapping $f$ to its set $\mathcal{Z}$ of cyclic nodes is a uniform random permutation of $\mathcal{Z}$, but this also holds for $\{0, k\}$-mappings; see Lemma 1 of (ARNEY; BENDER, 1982). If we let $\mu_{m}$ be the expected value of the product of the cycle lengths of a uniform random permutation of the symmetric group $S_{m}$ on $m$ elements, then Equation (6.3) implies

$$
\begin{equation*}
\mathbb{E}_{n}^{\{0, k\}}[\mathbf{B}]=\sum_{m=1}^{n} \mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=m] \mu_{m} \tag{6.4}
\end{equation*}
$$

A similar expression for $\mathbb{E}_{n}^{\{0, k\}}[\mathbf{T}]$ is derived by the same arguments. The author in (SCHMUTZ, 2011) combines an exact result for $\mathbb{P}_{n}^{\mathbb{N}}[\mathbf{Z}=m]$ with the following lemmas to estimate the expected values of $\mathbf{B}$ and $\mathbf{T}$ asymptotically in the case of
unrestricted mappings.
Lemma 8. Let $\mu_{m}$ be the expected value of the product of the cycle lengths of a random uniform permutation of $S_{m}$. Then

$$
\mu_{m} \stackrel{m \rightarrow \infty}{\sim} \frac{\exp (2 \sqrt{m})}{2 \sqrt{\pi e} m^{3 / 4}} .
$$

In particular, for any $\epsilon>0$, there is an $N_{\epsilon}$ such that, for all $m>N_{\epsilon}$,

$$
\exp ((2-\epsilon) \sqrt{m})<\mu_{m}<\exp ((2+\epsilon) \sqrt{m})
$$

Lemma 9. Let $M_{m}$ be the expected order of a random permutation of $S_{m}$. Let $\beta_{0}=\sqrt{8 I}$, where

$$
I=\int_{0}^{\infty} \log \log \left(\frac{e}{1-e^{-t}}\right) d t
$$

Then

$$
\log M_{m}=\beta_{0} \sqrt{\frac{m}{\log m}}+O\left(\frac{\sqrt{m} \log \log m}{\log m}\right)
$$

In this chapter, we obtain an asymptotic estimate for $\mathbb{E}_{n}^{\{0, k\}}[\mathbf{B}]$ following the same strategy as in (SCHMUTZ, 2011), that we describe next. Equation (6.4) and Lemma 8 imply that, for every $1 \leq m_{0} \leq n$,

$$
\begin{equation*}
\mathbb{E}_{n}^{\mathbb{N}}[\mathbf{B}] \geq \mathbb{P}_{n}^{\mathbb{N}}\left[\mathbf{Z}=m_{0}\right] \exp \left((2-\epsilon) \sqrt{m_{0}}\right) \tag{6.5}
\end{equation*}
$$

It is chosen an integer $m_{0}$ that provides asymptotically the best lower bound of this form. If $m_{*}$ is the integer that maximizes $\mathbb{P}_{n}^{\mathbb{N}}[\mathbf{Z}=m] \mu_{m}$ for $1 \leq m \leq n$, then by the same arguments we obtain the upper bound

$$
\begin{equation*}
\mathbb{E}_{n}^{\mathbb{N}}[\mathbf{B}] \leq n \cdot \mathbb{P}_{n}^{\mathbb{N}}\left[\mathbf{Z}=m_{*}\right] \exp \left((2+\epsilon) \sqrt{m_{*}}\right) \tag{6.6}
\end{equation*}
$$

We prove in Section 6.2 that the lower and upper bound in Equations (6.5) and (6.6) provide the following estimate:

$$
\mathbb{E}_{n}^{\{0, k\}}[\mathbf{B}]=\exp \left(\frac{3}{2}\left(\frac{n}{\lambda}\right)^{1 / 3}(1+o(1))\right)
$$

where $\lambda=k-1$. We adopt the same strategy for the expected value of $\mathbf{T}$ and obtain

$$
\mathbb{E}_{n}^{\{0, k\}}[\mathbf{T}]=\exp \left(k_{0}\left(\frac{n}{\lambda}\right)^{1 / 3} \frac{1}{\log ^{2 / 3} n}(1+o(1))\right)
$$

where $k_{0}$ is a constant made explicit in Section 6.3. The following theorem gives an exact result on the distribution of the number of cyclic nodes in $\{0, k\}$-mappings (RUBIN; SITGREAVES, 1953). We note that a $\{0, k\}$-mapping of size $n$ satisfies $n=k h$ for some $h \geq 1$. Also, the coalescence of a $\{0, k\}$-mapping $\varphi:[n] \longrightarrow[n]$ is given by $\lambda=k-1$; see Definition 17. This result can be found in Table I of (ARNEY; BENDER, 1982) but can also be derived easily from the fact that $\left|\varphi^{-1}(y)\right|=0$ or $k$ for all $y \in[n]$.

Theorem 49. Let $\lambda=k-1$. A random uniform $\{0, k\}$-mapping on $n=k h$ nodes has exactly $m \in[1, h]$ cyclic nodes with probability

$$
\mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=m]=\lambda k^{m-1}\binom{h-1}{m-1}\binom{n-1}{m}^{-1}
$$

It is possible to extend the quantity above to real numbers using the Gamma function $\Gamma(\cdot)$, since $n!=\Gamma(n+1)$ for any integer $n \geq 1$; see Chapter 6 of (ABRAMOWITZ; STEGUN, 1965). It follows from Theorem 49 that, if $\lambda=k-1$,

$$
\begin{align*}
\mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=m] & =\lambda k^{m-1} \frac{(h-1)!}{(m-1)!(h-m)!} \frac{m!(n-m-1)!}{(n-1)!} \\
& =\lambda m k^{m-1} \frac{\Gamma(h)}{\Gamma(h-m+1)} \frac{\Gamma(n-m)}{\Gamma(n)} . \tag{6.7}
\end{align*}
$$

The following results concerning the Gamma function can be found in Chapter 6 of (ABRAMOWITZ; STEGUN, 1965). They are used in the calculations of Section 6.2 and 6.3.

Lemma 10. The Gamma function satisfies

$$
\log \Gamma(y)=y \log y-y-\frac{1}{2} \log y+\frac{1}{2} \log (2 \pi)+o(1) .
$$

Moreover, if $\Psi(z)$ is the derivative of $\log \Gamma(z)$, then, as $y$ approaches infinity,

$$
\Psi(y)=\log y+O\left(\frac{1}{y}\right) \quad \text { and } \quad \Psi^{\prime}(x)=\sum_{k=0}^{\infty} \frac{1}{(x+k)^{2}}
$$

Lemma 11. Let $\lambda=k-1$. The distribution of the number of cyclic nodes on a $\{0, k\}$-mapping on $n=k h$ nodes satisfies

$$
\mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=x]=\frac{\lambda x}{n} \exp \left(-\frac{\lambda x^{2}}{2 n}+O\left(\frac{x^{3}}{n^{2}}\right)+o(1)\right)
$$

if $x=o(n)$ as $n$ approaches infinity.

Proof. If $S_{1}=\log \Gamma(h)-\log \Gamma(h-x+1)$ and $S_{2}=\log \Gamma(n-x)-\log \Gamma(n)$, then

$$
\begin{align*}
\log \mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=x] & =\log \lambda+\log x+(x-1) \log k+S_{1}+S_{2} \\
& =\log \left(\frac{\lambda x}{k}\right)+x \log k+S_{1}+S_{2} \tag{6.8}
\end{align*}
$$

Next we estimate $S_{1}$ and $S_{2}$ separately. It follows from Lemma 10 that

$$
\begin{aligned}
S_{1}= & h \log h-h-\frac{1}{2} \log h+\frac{1}{2} \log (2 \pi) \\
& -(h-x+1) \log (h-x+1)+(h-x+1)+\frac{1}{2} \log (h-x+1)-\frac{1}{2} \log (2 \pi)+o(1) \\
= & h \log h-\frac{1}{2} \log h-(h-x+1)\left[\log h+\log \left(1-\frac{x-1}{h}\right)\right]-x+1 \\
& +\frac{1}{2}\left[\log h+\log \left(1-\frac{x-1}{h}\right)\right]+o(1) \\
= & h \log h-\frac{1}{2} \log h-(h-x+1)\left[\log h-\frac{x-1}{h}-\frac{(x-1)^{2}}{2 h^{2}}+O\left(\frac{x^{3}}{h^{3}}\right)\right]-x+1 \\
& +\frac{1}{2}\left[\log h-\frac{x-1}{h}-\frac{(x-1)^{2}}{2 h^{2}}+O\left(\frac{x^{3}}{h^{3}}\right)\right]+o(1) .
\end{aligned}
$$

Since $x / h$ and $x^{2} / h^{2}$ approach zero as $n$ approaches infinity, we obtain

$$
\begin{aligned}
S_{1}= & h \log h-\frac{1}{2} \log h-h \log h+x-1+\frac{(x-1)^{2}}{2 h}+x \log h-\frac{x(x-1)}{h}-\log h \\
& -x+1+\frac{1}{2} \log h+O\left(\frac{x^{3}}{h^{2}}\right)+o(1)
\end{aligned}
$$

that is,

$$
\begin{equation*}
S_{1}=x \log h-\log h-\frac{x^{2}}{2 h}+O\left(\frac{x^{3}}{h^{2}}\right)+o(1) \tag{6.9}
\end{equation*}
$$

Using the same arguments we conclude that

$$
\begin{aligned}
S_{2}= & (n-x) \log (n-x)-(n-x)-\frac{1}{2} \log (n-x)-n \log n+n+\frac{1}{2} \log n+o(1) \\
= & (n-x)\left[\log n+\log \left(1-\frac{x}{n}\right)\right]+x-n \\
& -\frac{1}{2}\left[\log n+\log \left(1-\frac{x}{n}\right)\right]-n \log n+n+\frac{1}{2} \log n+o(1) \\
= & (n-x)\left[\log n-\frac{x}{n}-\frac{x^{2}}{2 n^{2}}+O\left(\frac{x^{3}}{n^{3}}\right)\right]+x-n \\
& -\frac{1}{2}\left[\log n-\frac{x}{n}-\frac{x^{2}}{2 n^{2}}+O\left(\frac{x^{3}}{n^{3}}\right)\right]-n \log n+n+\frac{1}{2} \log n+o(1) \\
= & n \log n-x-\frac{x^{2}}{2 n}-x \log n+\frac{x^{2}}{n}+x-n \\
& -\frac{1}{2} \log n-n \log n+n+\frac{1}{2} \log n+O\left(\frac{x^{3}}{n^{2}}\right)+o(1)
\end{aligned}
$$

that is,

$$
\begin{equation*}
S_{2}=\frac{x^{2}}{2 n}-x \log n+O\left(\frac{x^{3}}{n^{2}}\right)+o(1) \tag{6.10}
\end{equation*}
$$

It follows from Equations (6.8), (6.9) and (6.10) that

$$
\begin{aligned}
\log \mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=x]= & \log \left(\frac{\lambda x}{k}\right)+x \log k+x \log h-\log h-\frac{x^{2}}{2 h} \\
& +\frac{x^{2}}{2 n}-x \log n+O\left(\frac{x^{3}}{n^{2}}\right)+o(1) \\
= & \log \left(\frac{\lambda x}{n}\right)-\frac{\lambda x^{2}}{2 h}+O\left(\frac{x^{3}}{n^{2}}\right)+o(1)
\end{aligned}
$$

as desired.

### 6.2 Expected Value of B

It is clear from Equation (6.4) that, if $m_{*}$ is the integer that maximizes $\mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=m] \mu_{m}$ for $1 \leq m \leq n$ and $m_{0}$ is an integer in $[1, n]$, then

$$
\mathbb{P}_{n}^{\{0, k\}}\left[\mathbf{Z}=m_{0}\right] \mu_{m_{0}} \leq \mathbb{E}_{n}^{\{0, k\}}[\mathbf{B}] \leq n \mathbb{P}_{n}^{\{0, k\}}\left[\mathbf{Z}=m_{*}\right] \mu_{m_{*}}
$$

Let $\epsilon>0$. It follows from Lemma 8 that, for sufficiently large $n$,

$$
\begin{equation*}
\mathbb{P}_{n}^{\{0, k\}}\left[\mathbf{Z}=m_{0}\right] e^{(2-\epsilon) \sqrt{m_{0}}} \leq \mathbb{E}_{n}^{\{0, k\}}[\mathbf{B}] \leq n \mathbb{P}_{n}^{\{0, k\}}\left[\mathbf{Z}=m_{*}\right] e^{(2+\epsilon) \sqrt{m_{*}}} \tag{6.11}
\end{equation*}
$$

provided that $m_{*}$ approaches infinity when so does $n$; we defer the proof of this claim to the proof of Theorem 50. In light of Equation (6.7), in order to obtain upper and lower bounds by Equation (6.11) we consider the function

$$
\begin{equation*}
U_{n, \epsilon}(x)=\lambda x k^{x-1} \frac{\Gamma(h)}{\Gamma(h-x+1)} \frac{\Gamma(n-x)}{\Gamma(n)} \exp ((2+\epsilon) \sqrt{x}) \tag{6.12}
\end{equation*}
$$

where $\epsilon$ denotes a real number that may be positive or negative. If $x_{*}$ is the point that maximizes $U_{n, \epsilon}(x)$ for $x \in(0, n)$ and $m_{0}$ is an integer in $[1, n]$, then Equation (6.11) implies, for sufficiently large $n$, that

$$
\begin{equation*}
U_{n,-\epsilon}\left(m_{0}\right) \leq \mathbb{E}_{n}^{\{0, k\}}[\mathbf{B}] \leq n \cdot U_{n, \epsilon}\left(x_{*}\right) \tag{6.13}
\end{equation*}
$$

In order to simplify the calculations that follow, we consider $H_{n, \epsilon}(x)=\log U_{n, \epsilon}(x)$ and note that $x_{*}$ is a local maximum of $U_{n, \epsilon}(x)$ if and only if it is a local maximum of $H_{n, \epsilon}(x)$. It is known that the inverse of the Gamma function has simple zeroes in the non-positive integers, so the function $H_{n, \epsilon}(x)$ is not well defined for $x \in$ $\{h+1, h+2, \ldots\}$. We consider the range $[1, h]$ and note that this is not an issue because $\mathbb{P}_{n}[\mathbf{Z}=m]=0$ for $m>h$. Indeed, every cyclic node in a $\{0, k\}$-mapping $\varphi:[n] \longrightarrow[n]$ has indegree $k$, hence $n$ and $m$ must satisfy $k \cdot m \leq n$.

We recall that a real function is differentiable in the range $[1, h]$ if and only if it is differentiable in $(1-\delta, h+\delta)$ for some $\delta>0$.

Proposition 12. For each $n \geq 1$, there exists a unique point $x_{*}$ that maximizes the function $H_{n, \epsilon}(x)$ for $x \in[1, h]$, where $h=n / k$. Moreover, $H_{n, \epsilon}\left(x_{*}\right)$ and $H_{n, \epsilon}\left(\left\lfloor x_{*}\right\rfloor\right)$ are both given by

$$
\left(1+\frac{\epsilon}{2}\right)^{4 / 3} \frac{3}{2}\left(\frac{n}{\lambda}\right)^{1 / 3}(1+o(1))
$$

where $\lambda=k-1$.

Proof. The function $\log \Gamma(x)$ is infinitely differentiable for $x>0$ (ABRAMOWITZ; STEGUN, 1965). Hence, for each $n \geq 1, H_{n, \epsilon}(x)$ is infinitely differentiable for $x \in[1, h]$. It follows from Equation (6.12) that, for $x \in[1, h]$,

$$
\begin{align*}
H_{n, \epsilon}^{\prime}(x) & =\frac{1}{x}+\log k+\frac{d}{d x} \log \left(\frac{\Gamma(n-x)}{\Gamma(h-x+1)}\right)+\left(1+\frac{\epsilon}{2}\right) x^{-1 / 2} \\
& =\log k+\frac{1}{x}+\left(1+\frac{\epsilon}{2}\right) x^{-1 / 2}-\Psi(h-x+1)(-1)+\Psi(n-x)(-1)  \tag{6.14}\\
& =\log k+\frac{1}{x}+\left(1+\frac{\epsilon}{2}\right) x^{-1 / 2}+\Psi(h-x+1)-\Psi(n-x) .
\end{align*}
$$

Using Lemma 10 we obtain

$$
\begin{aligned}
H_{n, \epsilon}^{\prime}(1) & =\log k+2+\frac{\epsilon}{2}+\Psi(h)-\Psi(n-1) \\
& =\log k+2+\frac{\epsilon}{2}+\log h+O\left(\frac{1}{h}\right)-\log (n-1)+O\left(\frac{1}{n-1}\right) \\
& =\log k+2+\frac{\epsilon}{2}+\log h-\log n-\log \left(1-\frac{1}{n}\right)+O\left(\frac{1}{n}\right) \\
& =\log k+2+\frac{\epsilon}{2}+\log h-\log k-\log h+O\left(\frac{1}{n}\right)=2+\frac{\epsilon}{2}+O\left(\frac{1}{n}\right) .
\end{aligned}
$$

Therefore $H_{n, \epsilon}^{\prime}(1)>0$ for sufficiently large values of $n$. On the other hand,

$$
\begin{aligned}
H_{n, \epsilon}^{\prime}(h) & =\log k+\frac{1}{h}+\left(1+\frac{\epsilon}{2}\right) h^{-1 / 2}+\Psi(1)-\Psi(n-h) \\
& =\log k+\frac{1}{h}+\left(1+\frac{\epsilon}{2}\right) h^{-1 / 2}+\Psi(1)-\log (n-h)+O\left(\frac{1}{n-h}\right) .
\end{aligned}
$$

Since

$$
\frac{1}{n-h}=\frac{1}{k-1} \cdot \frac{1}{h}=O\left(\frac{1}{h}\right),
$$

it follows that

$$
H_{n, \epsilon}^{\prime}(h)=\log k+\Psi(1)-\log (k-1)-\log h+O\left(\frac{1}{h^{1 / 2}}\right)=-\log h+O(1) .
$$

Hence $n=k h$ implies that $H_{n, \epsilon}^{\prime}(h)<0$ for sufficiently large $n$. This proves the existence of a point $x_{*}$ that is a local maximum of $H_{n, \epsilon}(x)$. Also,

$$
H_{n, \epsilon}^{\prime \prime}(x)=-x^{-2}-\left(\frac{1}{2}+\frac{\epsilon}{4}\right) x^{-3 / 2}-\Psi^{\prime}(h-x+1)+\Psi^{\prime}(n-x) .
$$

Since $h-x+1<n-x$, it follows from Lemma 10 that $\Psi^{\prime}(n-x)<\Psi^{\prime}(h-x+1)$ and thus $H_{n, \epsilon}^{\prime \prime}(x)<0$ for $x \in[1, h]$. This proves that $x_{*}$ is unique.

We obtain next a heuristic estimate for $x_{*}$ as $n$ approaches infinity. Using Lemma 10 and the same arguments as in the proof of Lemma 11, one proves that, for $x=o(n)$,

$$
\begin{equation*}
\Psi(n-x)=\log n-\frac{x}{n}+O\left(\frac{x^{2}}{n^{2}}\right)+O\left(\frac{1}{n}\right) \tag{6.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi(h-x+1)=\log h-\frac{x}{h}+O\left(\frac{x^{2}}{h^{2}}\right)+O\left(\frac{1}{n}\right) . \tag{6.16}
\end{equation*}
$$

It follows from Equations (6.14), (6.15) and (6.16) that

$$
\begin{align*}
H_{n, \epsilon}^{\prime}(x) & =\frac{1}{x}+\left(1+\frac{\epsilon}{2}\right) x^{-1 / 2}-\frac{x}{h}+\frac{x}{n}+O\left(\frac{x^{2}}{n^{2}}\right)+O\left(\frac{1}{n}\right)  \tag{6.17}\\
& =\frac{1}{x}+\left(1+\frac{\epsilon}{2}\right) x^{-1 / 2}-\frac{(k-1) x}{n}+O\left(\frac{x^{2}}{n^{2}}\right)+O\left(\frac{1}{n}\right) .
\end{align*}
$$

We recall that $\lambda=k-1$ and consider the equation

$$
\frac{1}{x}+\left(1+\frac{\epsilon}{2}\right) x^{-1 / 2}-\frac{\lambda x}{n}=0
$$

that is,

$$
\left(1+\frac{\epsilon}{2}\right) x^{-1 / 2}\left(1+O\left(\frac{1}{\sqrt{x}}\right)\right)=\frac{\lambda x}{n} .
$$

The equation above suggests that

$$
\begin{equation*}
x_{*}=\left(\left(1+\frac{\epsilon}{2}\right) \frac{n}{\lambda}\right)^{2 / 3}(1+o(1)) \tag{6.18}
\end{equation*}
$$

In order to confirm that Equation (6.18) holds, we prove that

$$
\begin{equation*}
H_{n, \epsilon}^{\prime}\left(\left[\left(1+\frac{\epsilon}{2}\right) \frac{n}{\lambda}\right]^{2 / 3}\left(1+\delta_{n}\right)\right)<0 \tag{6.19}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{n, \epsilon}^{\prime}\left(\left[\left(1+\frac{\epsilon}{2}\right) \frac{n}{\lambda}\right]^{2 / 3}\left(1-\delta_{n}\right)\right)>0 \tag{6.20}
\end{equation*}
$$

for some small $\delta_{n}=o(1)$ to be determined. We observe that Equation (6.17) implies

$$
\begin{aligned}
& H_{n, \epsilon}^{\prime}\left(\left[\left(1+\frac{\epsilon}{2}\right) \frac{n}{\lambda}\right]^{2 / 3}\left(1+\delta_{n}\right)\right) \\
= & \left(\left(1+\frac{\epsilon}{2}\right) \frac{n}{\lambda}\right)^{-2 / 3}\left(1+\delta_{n}\right)^{-1}+\left(1+\frac{\epsilon}{2}\right)\left(\left(1+\frac{\epsilon}{2}\right) \frac{n}{\lambda}\right)^{-1 / 3}\left(1+\delta_{n}\right)^{-1 / 2} \\
& -\frac{(k-1)}{n}\left(\left(1+\frac{\epsilon}{2}\right) \frac{n}{\lambda}\right)^{2 / 3}\left(1+\delta_{n}\right)+O\left(n^{-2 / 3}\right)+O\left(n^{-1}\right) \\
= & \left(1+\frac{\epsilon}{2}\right)^{2 / 3}\left(\frac{n}{\lambda}\right)^{-1 / 3}\left(1+\delta_{n}\right)^{-1 / 2}-\left(1+\frac{\epsilon}{2}\right)^{2 / 3}\left(\frac{n}{\lambda}\right)^{-1 / 3}\left(1+\delta_{n}\right) \\
& +O\left(n^{-2 / 3}\right) \\
= & \left(1+\frac{\epsilon}{2}\right)^{2 / 3}\left(\frac{n}{\lambda}\right)^{-1 / 3}\left[\left(1+\delta_{n}\right)^{-1 / 2}-\left(1+\delta_{n}\right)+O\left(n^{-1 / 3}\right)\right] \\
= & \left(1+\frac{\epsilon}{2}\right)^{2 / 3}\left(\frac{n}{\lambda}\right)^{-1 / 3}\left[\left(1-\frac{1}{2} \delta_{n}+O\left(\delta_{n}^{2}\right)\right)-\left(1+\delta_{n}\right)+O\left(n^{-1 / 3}\right)\right] \\
= & \left(1+\frac{\epsilon}{2}\right)^{2 / 3}\left(\frac{n}{\lambda}\right)^{-1 / 3}\left(-\frac{3}{2} \delta_{n}+O\left(\delta_{n}^{2}\right)+O\left(n^{-1 / 3}\right)\right) .
\end{aligned}
$$

It is of our interest to write

$$
H_{n, \epsilon}^{\prime}\left(\left[\left(1+\frac{\epsilon}{2}\right) \frac{n}{\lambda}\right]^{2 / 3}\left(1+\delta_{n}\right)\right)=\left(1+\frac{\epsilon}{2}\right)^{2 / 3}\left(\frac{n}{\lambda}\right)^{-1 / 3}\left(-\frac{3}{2} \delta_{n}+o\left(\delta_{n}\right)\right)
$$

as this would allow us to determine if the left-hand side of the equation above is positive or negative, depending on the value of $\delta_{n}$. We set $\delta_{n}=n^{-1 / 4}$ and conclude that

$$
\begin{equation*}
H_{n, \epsilon}^{\prime}\left(\left[\left(1+\frac{\epsilon}{2}\right) \frac{n}{\lambda}\right]^{2 / 3}\left(1+n^{-1 / 4}\right)\right)<0 \tag{6.21}
\end{equation*}
$$

for sufficiently large $n$. One proves similarly that, for sufficiently large $n$, we have

$$
H_{n, \epsilon}^{\prime}\left(\left[\left(1+\frac{\epsilon}{2}\right) \frac{n}{\lambda}\right]^{2 / 3}\left(1-\delta_{n}\right)\right)=\left(1+\frac{\epsilon}{2}\right)^{2 / 3}\left(\frac{n}{\lambda}\right)^{-1 / 3}\left(\frac{3}{2} \delta_{n}+o\left(\delta_{n}\right)\right) .
$$

Hence, for sufficiently large $n$,

$$
\begin{equation*}
H_{n, \epsilon}^{\prime}\left(\left[\left(1+\frac{\epsilon}{2}\right) \frac{n}{\lambda}\right]^{2 / 3}\left(1-n^{-1 / 4}\right)\right)>0 . \tag{6.22}
\end{equation*}
$$

Equations (6.21) and (6.22) imply that Equation (6.18) holds indeed.

We estimate now the value of $H_{n, \epsilon}\left(x_{*}\right)$. We recall that $H_{n, \epsilon}\left(x_{*}\right)=\log U_{n, \epsilon}\left(x_{*}\right)$, where $U_{n, \epsilon}\left(x_{*}\right)$ is defined in Equation (6.12). If $S_{1}^{*}=\log \Gamma(h)-\log \Gamma\left(h-x_{*}+1\right)$ and $S_{2}^{*}=\log \Gamma\left(n-x_{*}\right)-\log \Gamma(n)$, then

$$
\begin{align*}
H_{n, \epsilon}\left(x_{*}\right) & =\log \lambda+\log x_{*}+\left(x_{*}-1\right) \log k+S_{1}^{*}+S_{2}^{*}+(2+\epsilon) \sqrt{x_{*}} \\
& =x_{*} \log k+S_{1}^{*}+S_{2}^{*}+(2+\epsilon) \sqrt{x_{*}}+O(\log n) . \tag{6.23}
\end{align*}
$$

The same arguments in the calculations leading up to Equations (6.9) and (6.10), combined with the fact that $x^{3} / n^{2}=O(1)$, allow us to prove that

$$
\begin{equation*}
S_{1}^{*}=-\frac{x_{*}^{2}}{2 h}+x_{*} \log h+O(1) \tag{6.24}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{2}^{*}=\frac{x_{*}^{2}}{2 n}-x_{*} \log n+O(1) \tag{6.25}
\end{equation*}
$$

It follows from Equations (6.23), (6.24) and (6.25) that

$$
\begin{aligned}
H_{n, \epsilon}\left(x_{*}\right) & =x_{*} \log k-\frac{x_{*}^{2}}{2 h}+x_{*} \log h+\frac{x_{*}^{2}}{2 n}-x_{*} \log n+(2+\epsilon) \sqrt{x_{*}}+O(\log n) \\
& =-(k-1) \frac{x_{*}^{2}}{2 n}+(2+\epsilon) \sqrt{x_{*}}+O(\log n)
\end{aligned}
$$

Hence, by Equation (6.18),

$$
\begin{aligned}
H_{n, \epsilon}\left(x_{*}\right) & =\left(\frac{n}{\lambda}\right)^{1 / 3}\left[-\frac{1}{2}\left(\frac{2+\epsilon}{2}\right)^{4 / 3}+(2+\epsilon)\left(\frac{2+\epsilon}{2}\right)^{1 / 3}\right](1+o(1)) \\
& =\left(1+\frac{\epsilon}{2}\right)^{4 / 3}\left(\frac{n}{\lambda}\right)^{1 / 3}\left[-\frac{1}{2}+2\right](1+o(1)) \\
& =\left(1+\frac{\epsilon}{2}\right)^{4 / 3} \frac{3}{2}\left(\frac{n}{\lambda}\right)^{1 / 3}(1+o(1)),
\end{aligned}
$$

as desired. The estimate of $H_{n, \epsilon}\left(\left\lfloor x_{*}\right\rfloor\right)$ follows easily from the fact that

$$
\left\lfloor x_{*}\right\rfloor=x_{*}-\left\{x_{*}\right\}=x_{*}+O(1)=x_{*}(1+o(1)) .
$$

Theorem 50. The expected value of $\mathbf{B}$ over all $\{0, k\}$-mappings on $n$ nodes satisfies

$$
\mathbb{E}_{n}^{\{0, k\}}[\mathbf{B}]=\exp \left(\frac{3}{2}\left(\frac{n}{\lambda}\right)^{1 / 3}(1+o(1))\right),
$$

where $\lambda=k-1$.

Proof. We recall that the bounds in Equation (6.11) hold provided that the integer $m_{*}=m_{*}(n)$ that maximizes $\mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=m] \mu_{m}$ for $1 \leq m \leq n$ tends to infinity when so does $n$. We prove this claim next. Indeed, if there exists $C>0$ and a subsequence $\left(m_{*}\left(n_{j}\right)\right)_{j}$ such that $m_{*}\left(n_{j}\right) \leq C$ for all $j \geq 1$, then $\mathbb{P}_{n_{j}}^{\{0, k\}}[\mathbf{Z}=m] \mu_{m}$ is bounded for $j \geq 1$. However, it follows from Lemmas 8 and 11 that, for $m=\left\lfloor n^{1 / 2}\right\rfloor$,

$$
\mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=m] \mu_{m} \sim \frac{\lambda n^{1 / 2}}{n \cdot 2 \sqrt{\pi e} n^{3 / 8}} \exp \left(-\frac{\lambda n}{2 n}+2 n^{1 / 4}\right)=\left(\frac{\lambda^{2} e^{-k}}{4 \pi}\right)^{1 / 2} \frac{e^{2 n^{1 / 4}}}{n^{7 / 8}}
$$

Thus, for $m=\left\lfloor n^{1 / 2}\right\rfloor, \mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=m] \mu_{m}$ approaches infinity when so does $n$. This is a contradiction, so we have indeed that $m_{*}(n) \rightarrow \infty$ as $n \rightarrow \infty$.

Let $h=n / k$. We recall that $\mathbb{P}_{n}[\mathbf{Z}=m]=0$ for $m>h$. It follows from Equation (6.13) that

$$
\max _{1 \leq m \leq n} \mathbb{P}_{n}[\mathbf{Z}=m] \mu_{m}=\max _{1 \leq m \leq h} \mathbb{P}_{n}[\mathbf{Z}=m] \mu_{m} \leq n \cdot \max _{1 \leq x \leq h} U_{n, \epsilon}(x)=n \cdot U_{n, \epsilon}\left(x_{*}\right) .
$$

Since $n=\exp (\log n)$, using Proposition 12 we conclude that

$$
\begin{equation*}
\mathbb{E}_{n}^{\{0, k\}}[\mathbf{B}] \leq \exp \left(\left(1+\frac{\epsilon}{2}\right)^{4 / 3} \frac{3}{2}\left(\frac{n}{\lambda}\right)^{1 / 3}(1+o(1))\right) \tag{6.26}
\end{equation*}
$$

We prove now that by letting $\epsilon \rightarrow 0$ in Equation (6.26) we conclude that

$$
\begin{equation*}
\mathbb{E}_{n}^{\{0, k\}}[\mathbf{B}] \leq \exp \left(\frac{3}{2}\left(\frac{n}{\lambda}\right)^{1 / 3}(1+o(1))\right) \tag{6.27}
\end{equation*}
$$

Let $a_{n}=\log \mathbb{E}_{n}^{\{0, k\}}[\mathbf{B}], n \geq 1$. We prove that there exists a sequence $w_{n}$ such that $w_{n}=o\left(n^{1 / 3}\right)$ and, for sufficiently large $n$,

$$
\begin{equation*}
a_{n}-\frac{3}{2}\left(\frac{n}{\lambda}\right)^{1 / 3} \leq w_{n} \tag{6.28}
\end{equation*}
$$

We prove this by way of contradiction. Suppose that Equation (6.28) does not hold, that is, for every sequence $\left(w_{n}\right)_{n}$ such that $w_{n}=o\left(n^{1 / 3}\right)$ there exists a subsequence $\left(a_{n_{\ell}}\right)_{\ell}$ such that

$$
a_{n_{\ell}}-\frac{3}{2}\left(\frac{n_{\ell}}{\lambda}\right)^{1 / 3}>w_{n_{\ell}},
$$

for all $\ell \geq 1$. This implies that, for all $\ell \geq 1$,

$$
a_{n_{\ell}}-\frac{3}{2}\left(\frac{n_{\ell}}{\lambda}\right)^{1 / 3}>0
$$

and that the ratio between the left-hand side of the inequality above and $n_{\ell}^{1 / 3}$ does not approach 0 as $\ell \rightarrow \infty$. It follows that there exists $\delta>0$ and a subsequence $\left(n_{\ell_{j}}\right)_{j}$ such that, for all $j \geq 1$,

$$
\frac{1}{n_{\ell_{j}}^{1 / 3}}\left(a_{n_{\ell_{j}}}-\frac{3}{2}\left(\frac{n_{\ell_{j}}}{\lambda}\right)^{1 / 3}\right)>\delta
$$

that is,

$$
a_{n_{\ell_{j}}}>\frac{3}{2}\left(\frac{n_{\ell_{j}}}{\lambda}\right)^{1 / 3}+\delta n_{\ell_{j}}^{1 / 3} .
$$

It follows from Equation (6.26) that, for some sequence $e_{n}=o\left(n^{1 / 3}\right)$,

$$
\frac{3}{2}\left(\frac{n_{\ell_{j}}}{\lambda}\right)^{1 / 3}+\delta n_{\ell_{j}}^{1 / 3}<\left(1+\frac{\epsilon}{2}\right)^{4 / 3} \frac{3}{2}\left(\frac{n_{\ell_{j}}}{\lambda}\right)^{1 / 3}+e_{n_{\ell_{j}}}
$$

for sufficiently large $j$. This means that

$$
\left(\frac{n_{\ell_{j}}}{\lambda}\right)^{1 / 3}\left[\frac{3}{2}+\delta \lambda^{1 / 3}-\frac{3}{2}\left(1+\frac{\epsilon}{2}\right)^{4 / 3}\right]<e_{n_{\ell_{j}}} .
$$

The function $x \longmapsto x^{4 / 3}$ is differentiable in a neighborhood of $x=1$, hence, by the Mean Value Theorem, there exists $\xi \in(0, \epsilon / 2)$ such that

$$
\left(1+\frac{\epsilon}{2}\right)^{4 / 3}=1+\frac{4}{3} \xi
$$

It follows that

$$
\begin{aligned}
e_{n_{\ell_{j}}} & >\left(\frac{n_{\ell_{j}}}{\lambda}\right)^{1 / 3}\left[\frac{3}{2}+\delta \lambda^{1 / 3}-\frac{3}{2}\left(1+\frac{4}{3} \xi\right)\right] \\
& =\left(\frac{n_{\ell_{j}}}{\lambda}\right)^{1 / 3}\left(\delta \lambda^{1 / 3}-2 \xi\right)>\left(\frac{n_{\ell_{j}}}{\lambda}\right)^{1 / 3}(\delta-\epsilon)
\end{aligned}
$$

Since Equation (6.26) holds for every $\epsilon>0$ and the subsequence $\left(a_{n_{\ell_{j}}}\right)_{j}$ does not depend on $\epsilon$, we have, for $\epsilon=\delta / 2$, that $n_{\ell_{j}}^{1 / 3}<2 \lambda^{1 / 3} \delta^{-1} e_{n_{\ell_{j}}}$ for sufficiently large $j$. This is a contradiction since $e_{n}=o\left(n^{1 / 3}\right)$, so Equation (6.28) holds indeed. This proves Equation (6.27).

If $\epsilon>0$ and $m_{0}=\left\lfloor x_{*}\right\rfloor$, then Equation (6.13) and Proposition 12 imply

$$
\begin{equation*}
\mathbb{E}_{n}^{\{0, k\}}[\mathbf{B}] \geq U_{n,-\epsilon}\left(m_{0}\right)=\exp \left(\left(1-\frac{\epsilon}{2}\right)^{4 / 3} \frac{3}{2}\left(\frac{n}{\lambda}\right)^{1 / 3}(1+o(1))\right) \tag{6.29}
\end{equation*}
$$

One proves similarly that

$$
\begin{equation*}
\mathbb{E}_{n}^{\{0, k\}}[\mathbf{B}] \geq \exp \left(\frac{3}{2}\left(\frac{n}{\lambda}\right)^{1 / 3}(1+o(1))\right) \tag{6.30}
\end{equation*}
$$

holds for sufficiently large $n$. Hence,

$$
\frac{3}{2}\left(\frac{n}{\lambda}\right)^{1 / 3}(1+o(1)) \leq \log \mathbb{E}_{n}^{\{0, k\}}[\mathbf{B}] \leq \frac{3}{2}\left(\frac{n}{\lambda}\right)^{1 / 3}(1+o(1))
$$

so

$$
o\left(n^{1 / 3}\right) \leq \log \mathbb{E}_{n}^{\{0, k\}}[\mathbf{B}]-\frac{3}{2}\left(\frac{n}{\lambda}\right)^{1 / 3} \leq o\left(n^{1 / 3}\right),
$$

as desired.
Corollary 3. Let $\mathbb{E}_{n}^{\mathcal{J}}[\mathbf{B}]$ denote the expected value of the product of the length of the cycles of a random uniform $\mathcal{J}$-mapping. Then its estimates for unrestricted mappings and $\{0,2\}$-mappings are asymptotically equivalent in logarithm:

$$
\log \mathbb{E}_{n}^{\{0,2\}}[\mathbf{B}] \sim \log \mathbb{E}_{n}^{\mathbb{N}}[\mathbf{B}] \text { as } n \rightarrow \infty
$$

The class of $\{0, k\}$-mappings represents an interesting heuristic model for $\{0, k\}$-polynomials, that is, polynomials of the form $x^{k}+a \in \mathbb{F}_{p}[x]$ with $p \equiv 1$
$(\bmod k)$. Based on this heuristic Corollary 3 one predicts that quadratic polynomials present the same expected behavior as unrestricted mappings.

We note that the logarithm of the asymptotic expected value of $\mathbf{B}$ over the classes of $\{0, k\}$-mappings presents the same order of growth for different values of $k$. However, the implied constant grows increasingly smaller as $k$ grows larger:

$$
\frac{\log \mathbb{E}_{n}^{\{0, k\}}[\mathbf{B}]}{n^{1 / 3}} \sim M_{k} \text { as } n \rightarrow \infty
$$

where $M_{k}=(k-1)^{-1 / 3} \cdot 3 / 2$. It is an interesting problem to analyze if this behavior is observed in $\{0, k\}$-polynomials as well; see (BRENT; POLLARD, 1981) for numerical evidence of a similar behavior with respect to the average rho length of $\{0, k\}$-polynomials.

### 6.3 Expected Value of $T$

Let $\mathbb{E}_{n}^{\{0, k\}}[\mathbf{T}]$ be the average value of $\mathbf{T}$ over $\Omega_{n}^{\{0, k\}}$. We can write, as in Equations (6.3) and (6.4),

$$
\begin{equation*}
\mathbb{E}_{n}^{\{0, k\}}[\mathbf{T}]=\sum_{m=1}^{n} \mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=m] \mathbb{E}_{n}^{\{0, k\}}[\mathbf{T} \mid \mathbf{Z}=m]=\sum_{m=1}^{n} \mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=m] M_{m}, \tag{6.31}
\end{equation*}
$$

where $M_{m}$ is the expected order of a uniform random permutation of $S_{m}$. We use Theorem 49 to obtain an expression for $\mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=m]$ and Lemma 9 for an asymptotic estimate for the values of $M_{m}$. Let $\widetilde{m}$ be the integer that maximizes $\mathbb{P}_{n}[\mathbf{Z}=m] M_{m}$ for $1 \leq m \leq n$. Once again, we estimate the expected value of $\mathbf{T}$ by noting that, for all $m_{0} \in[1, n]$,

$$
\mathbb{P}_{n}^{\{0, k\}}\left[\mathbf{Z}=m_{0}\right] M_{m_{0}} \leq \mathbb{E}_{n}^{\{0, k\}}[\mathbf{T}] \leq n \mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=\widetilde{m}] M_{\widetilde{m}}
$$

Consider, for $n \geq 1$ and for any real number $\epsilon \in(-1,1)$, the functions $\phi_{n, \epsilon}$ : $(1, n) \longrightarrow \mathbb{R}$ given by

$$
\begin{equation*}
\phi_{n, \epsilon}(x)=\lambda x k^{x-1} \frac{\Gamma(h)}{\Gamma(h-x+1)} \frac{\Gamma(n-x)}{\Gamma(n)} \exp \left(\beta_{\epsilon} \sqrt{\frac{x}{\log x}}\right) \tag{6.32}
\end{equation*}
$$

where $\beta_{\epsilon}=\beta_{0}+\epsilon$ and $\beta_{0}$ is the constant defined in Lemma 9. We introduce such functions $\phi_{n, \epsilon}$ because the big-Oh term in the statement of Lemma 9 does not allow us to bound $M_{m}$ by above or below using the main term; we increment or decrement the constant $\beta_{0}$ multiplying the main term by a small real number to bound the quantity $M_{m}$ as we see fit. We extend the factorials in the expression of Theorem 49 using Gamma functions, as in Section 6.2.

Proposition 13. For each $n \geq 1$ and $\epsilon \in(-1,1)$, there exists a unique point $\widetilde{x}$ that maximizes the function $x \longmapsto \phi_{n, \epsilon}(x)$ for $x \in(1, n)$. Moreover, if $k_{\epsilon}=\beta_{\epsilon}^{4 / 3} 3^{5 / 3} 2^{-3}$ and $\lambda=k-1$, then

$$
\phi_{n, \epsilon}(\widetilde{x})=\exp \left(k_{\epsilon}\left(\frac{n}{\lambda}\right)^{1 / 3} \frac{1}{\log ^{2 / 3} n}(1+o(1))\right) .
$$

Proof. We consider the function $\Phi_{n, \epsilon}(x)=\log \phi_{n, \epsilon}$ and prove that it assumes a unique maximum in the interval $(1, n)$. We stress that the calculations in this proof are very similar to the ones of Proposition 12, since

$$
\begin{align*}
\Phi_{n, \epsilon}(x)= & \log (\lambda x)+(x-1) \log k+\log \frac{\Gamma(h)}{\Gamma(h-x+1)}+\log \frac{\Gamma(n-x)}{\Gamma(n)} \\
& +\beta_{\epsilon} \sqrt{\frac{x}{\log x}}  \tag{6.33}\\
= & H_{n, \epsilon}(x)-(2+\epsilon) \sqrt{x}+\beta_{\epsilon} \sqrt{\frac{x}{\log x}} .
\end{align*}
$$

We have

$$
\begin{align*}
\Phi_{n, \epsilon}^{\prime}(x) & =\frac{1}{x}+\log k+\frac{d}{d x} \log \left(\frac{\Gamma(n-x)}{\Gamma(h-x+1)}\right)+\frac{\beta_{\epsilon}}{2} \sqrt{\frac{\log x}{x}} \frac{\log x-1}{\log ^{2} x}  \tag{6.34}\\
& =\log k+\frac{1}{x}+\Psi(h-x+1)-\Psi(n-x)+\frac{\beta_{\epsilon}}{2 \sqrt{x \log x}}\left(1-\frac{1}{\log x}\right)
\end{align*}
$$

We obtain in the calculations that follow a point $\widetilde{x}$ that is a local maximum of $\Phi_{n, \epsilon}^{\prime \prime}(x)$. In order to prove that this point coincides with the one mentioned in the statement of Proposition 13, we note that

$$
\begin{aligned}
\Phi_{n, \epsilon}^{\prime \prime}(x)= & -\frac{1}{x^{2}}-\Psi^{\prime}(h-x+1)+\Psi^{\prime}(n-x) \\
& +\frac{\beta_{\epsilon}}{2}\left[-\frac{1}{2} \frac{\log x+1}{(x \log x)^{3 / 2}}\left(1-\frac{1}{\log x}\right)+(x \log x)^{-1 / 2} \frac{1}{x \log ^{2} x}\right] \\
= & -\frac{1}{x^{2}}-\Psi^{\prime}(h-x+1)+\Psi^{\prime}(n-x) \\
& -\frac{\beta_{\epsilon}}{2}\left[\frac{1}{2}\left(x^{3} \log x\right)^{-1 / 2}\left(1+\frac{1}{\log x}\right)\left(1-\frac{1}{\log x}\right)-\left(x^{3} \log x\right)^{-1 / 2} \frac{1}{\log ^{2} x}\right] \\
= & -\frac{1}{x^{2}}-\Psi^{\prime}(h-x+1)+\Psi^{\prime}(n-x) \\
& -\frac{\beta_{\epsilon}}{4}\left(x^{3} \log x\right)^{-1 / 2}\left[1-\frac{1}{\log ^{2} x}-\frac{2}{\log ^{2} x}\right]
\end{aligned}
$$

that is,

$$
\begin{equation*}
\Phi_{n, \epsilon}^{\prime \prime}(x)=-\frac{1}{x^{2}}-\Psi^{\prime}(h-x+1)+\Psi^{\prime}(n-x)-\frac{\beta_{\epsilon}}{4}\left(x^{3} \log x\right)^{-1 / 2}\left[1-\frac{3}{\log ^{2} x}\right] . \tag{6.35}
\end{equation*}
$$

Lemma 10 implies that, if $0<x_{1}<x_{2}$, then $\Psi^{\prime}\left(x_{1}\right)>\Psi^{\prime}\left(x_{2}\right)$. It follows that $-\Psi^{\prime}(h-x+1)+\Psi^{\prime}(n-x)<0$, since $h-x+1<n-x$ for $h=n / k, k \geq 2$. The terms $1 / x^{2}$ and $\left(x^{3} \log x\right)^{-1 / 2}$ are positive for $x>1$, hence $1-3 \log ^{-2} x>0$ implies $\Phi_{n, \epsilon}^{\prime \prime}(x)<0$ for $x>1$. It follows that $\Phi_{n, \epsilon}^{\prime \prime}(x)<0$ for all $x>\exp (\sqrt{3})$.

We note that Equation (6.34) implies that $\Phi_{n, \epsilon}^{\prime}(x)=0$ if and only if

$$
\log k+\frac{1}{x}+\Psi(h-x+1)-\Psi(n-x)+\frac{\beta_{\epsilon}}{2 \sqrt{x \log x}}\left(1-\frac{1}{\log x}\right)=0
$$

where, if $x=o(n)$, Equations (6.15) and (6.16) imply that

$$
\Psi(h-x+1)-\Psi(n-x) \sim-\log k-\frac{x}{h}+\frac{x}{n} .
$$

We proceed heuristically in order to obtain an intuition for the asymptotic behavior of the point $\widetilde{x} \in(1, n)$ that maximizes $\Phi_{n, \epsilon}(x)$. Assuming that the estimate above
holds as an equality, the equation $\Phi_{n, \epsilon}^{\prime}(x)=0$ is equivalent to

$$
\frac{1}{x}-\frac{(k-1) x}{n}+\frac{\beta_{\epsilon}}{2 \sqrt{x \log x}}\left(1-\frac{1}{\log x}\right)=0,
$$

and multiplying this equation by $x$ we obtain

$$
\frac{\beta_{\epsilon}}{2}\left(\frac{x}{\log x}\right)^{1 / 2}\left(1-\frac{1}{\log x}+\frac{2}{\beta_{\epsilon}}\left(\frac{\log x}{x}\right)^{1 / 2}\right)=\frac{\lambda x^{2}}{n} .
$$

This is equivalent to

$$
\left(x^{3} \log x\right)^{1 / 2}=\frac{\beta_{\epsilon}}{2} \frac{n}{\lambda}\left(1-\frac{1}{\log x}+\frac{2}{\beta_{\epsilon}}\left(\frac{\log x}{x}\right)^{1 / 2}\right) .
$$

If the function $\Phi_{n, \epsilon}(x)$ assumes indeed a unique maximum $\widetilde{x}$ for $x \in(1, n)$ and $\widetilde{x}$ approaches infinity when so does $n$, we expect to have

$$
\left(\widetilde{x}^{3} \log \widetilde{x}\right)^{1 / 2}=\frac{\beta_{\epsilon}}{2} \frac{n}{\lambda}(1+o(1)),
$$

that is,

$$
\begin{equation*}
\widetilde{x}^{3} \log \widetilde{x}=\frac{\beta_{\epsilon}^{2}}{4}\left(\frac{n}{\lambda}\right)^{2}(1+o(1)) . \tag{6.36}
\end{equation*}
$$

We use the bootstrapping method to obtain an approximation for the solution of Equation (6.36); see Section 4.1.2 of (GREENE; KNUTH, 2007). If not for the term $\log \widetilde{x}$ in Equation (6.36), the solution would present asymptotic behavior $\widetilde{x}=$ $c n^{2 / 3}(1+o(1))$ as $n \rightarrow \infty$, for some real number $c>0$. Thus Equation (6.36) suggests that $\widetilde{x} \sim c_{1} n^{2 / 3} \log ^{c_{2}} n$, for some constants $c_{1}, c_{2}$. This implies $\log \widetilde{x} \sim \frac{2}{3} \log n$ as $n$ approaches infinity and

$$
\widetilde{x}^{3} \frac{2}{3} \log n=\frac{\beta_{\epsilon}^{2}}{4}\left(\frac{n}{\lambda}\right)^{2}(1+o(1)),
$$

that is,

$$
\widetilde{x}^{3}=\frac{3}{8} \beta_{\epsilon}^{2}\left(\frac{n}{\lambda}\right)^{2} \frac{1}{\log n}(1+o(1)) .
$$

Hence,

$$
\begin{equation*}
\widetilde{x}=\beta_{\epsilon}^{2 / 3} \sqrt[3]{\frac{3}{8}}\left(\frac{n}{\lambda}\right)^{2 / 3} \frac{1}{\log ^{1 / 3} n}(1+o(1)) . \tag{6.37}
\end{equation*}
$$

We prove now what was obtained heuristically in Equation (6.37). We define

$$
\begin{equation*}
\tilde{t}=\beta_{\epsilon}^{2 / 3} \sqrt[3]{\frac{3}{8}}\left(\frac{n}{\lambda}\right)^{2 / 3} \frac{1}{\log ^{1 / 3} n} \tag{6.38}
\end{equation*}
$$

and prove that, for some $\delta_{n}=o(1)$ to be determined,

$$
\begin{equation*}
\phi_{n, \epsilon}^{\prime}\left(\widetilde{t}\left(1+\delta_{n}\right)\right)<0<\phi_{n, \epsilon}^{\prime}\left(\widetilde{t}\left(1-\delta_{n}\right)\right) . \tag{6.39}
\end{equation*}
$$

Equation (6.39) implies $\widetilde{x}=\widetilde{t}\left(1+O\left(\delta_{n}\right)\right)$, as desired. We note that

$$
\begin{align*}
& \frac{\beta_{\epsilon}}{2}\left(\frac{1}{\widetilde{t}\left(1+\delta_{n}\right) \log \left(\widetilde{t}\left(1+\delta_{n}\right)\right)}\right)^{1 / 2} \\
= & \frac{\beta_{\epsilon}}{2} \widetilde{t}^{-1 / 2}\left(1+\delta_{n}\right)^{-1 / 2}\left[\log \left(\beta_{\epsilon}^{2 / 3} \sqrt[3]{\frac{3}{8}}\left(\frac{n}{\lambda}\right)^{2 / 3} \frac{1}{\log ^{1 / 3} n}\right)+\log \left(1+\delta_{n}\right)\right]^{-1 / 2} \\
= & \frac{\beta_{\epsilon}}{2} \widetilde{t}^{-1 / 2}\left(1+\delta_{n}\right)^{-1 / 2}\left[\frac{2}{3} \log \left(\frac{n}{\lambda}\right)+\log \log ^{-1 / 3} n+O(1)+O\left(\delta_{n}\right)\right]^{-1 / 2} \\
= & \frac{\beta_{\epsilon}}{2} \widetilde{t}^{-1 / 2}\left(1+\delta_{n}\right)^{-1 / 2}\left(\frac{2}{3} \log n+O(\log \log n)\right)^{-1 / 2}  \tag{6.40}\\
= & \frac{\beta_{\epsilon}}{2} \widetilde{t}^{-1 / 2}\left(\frac{3 / 2}{\left(1+\delta_{n}\right) \log n}\right)^{1 / 2}\left(1+O\left(\frac{\log \log n}{\log n}\right)\right)^{-1 / 2} \\
= & \frac{\beta_{\epsilon}}{2}\left(\beta_{\epsilon}^{2 / 3} \sqrt[3]{\frac{3}{8 \lambda^{2}}} \frac{n^{2 / 3}}{\log ^{1 / 3} n}\right)^{-1 / 2}\left(\frac{3 / 2}{\left(1+\delta_{n}\right) \log n}\right)^{1 / 2}\left(1+O\left(\frac{\log \log n}{\log n}\right)\right) \\
= & \sqrt[3]{\frac{3 \lambda \beta_{\epsilon}^{2}}{8}} \frac{1}{n^{1 / 3} \log ^{1 / 3} n}\left(1+\delta_{n}\right)^{-1 / 2}\left(1+O\left(\frac{\log \log n}{\log n}\right)\right) .
\end{align*}
$$

Equations (6.15) and (6.16) imply that

$$
\log k+\Psi\left(h-\widetilde{t}\left(1+\delta_{n}\right)+1\right)-\Psi\left(n-\widetilde{t}\left(1+\delta_{n}\right)\right)=-\frac{\widetilde{\lambda t}\left(1+\delta_{n}\right)}{n}+O\left(\frac{\widetilde{t}^{2}}{n^{2}}\right) .
$$

Hence,

$$
\begin{aligned}
& \Phi_{n, \epsilon}^{\prime}\left(\widetilde{t}\left(1+\delta_{n}\right)\right) \\
= & \frac{1}{\widetilde{t}\left(1+\delta_{n}\right)}-\frac{\lambda \widetilde{t}\left(1+\delta_{n}\right)}{n} \\
& +\frac{\sqrt[3]{\frac{3 \lambda \beta_{\epsilon}^{2}}{8}}}{n^{1 / 3} \log ^{1 / 3} n}\left(1+\delta_{n}\right)^{-1 / 2}\left(1+O\left(\frac{\log \log n}{\log n}\right)\right)+O\left(\frac{1}{n^{2 / 3} \log ^{2 / 3} n}\right) \\
= & -\frac{\lambda}{n} \widetilde{t}\left(1+\delta_{n}\right)+\frac{\sqrt[3]{\frac{3 \lambda \beta_{\epsilon}^{2}}{8}}}{n^{1 / 3} \log ^{1 / 3} n}\left(1+\delta_{n}\right)^{-1 / 2}\left(1+O\left(\frac{\log \log n}{\log n}\right)\right) \\
= & \frac{\sqrt[3]{\frac{3 \lambda \beta_{\varepsilon}^{2}}{8}}}{n^{1 / 3} \log ^{1 / 3} n}\left[-\left(1+\delta_{n}\right)+\left(1+\delta_{n}\right)^{-1 / 2}\left(1+O\left(\frac{\log \log n}{\log n}\right)\right)\right]
\end{aligned}
$$

that is,

$$
\begin{align*}
& \Phi_{n, \epsilon}^{\prime}\left(\widetilde{t}\left(1+\delta_{n}\right)\right) \\
= & \frac{\sqrt[3]{\frac{3 \lambda \beta_{\varepsilon}^{2}}{8}}}{n^{1 / 3} \log ^{1 / 3} n}\left[-1-\delta_{n}+\left(1-\frac{1}{2} \delta_{n}+O\left(\delta_{n}^{2}\right)\right)\left(1+O\left(\frac{\log \log n}{\log n}\right)\right)\right]  \tag{6.41}\\
= & \frac{\sqrt[3]{\frac{3 \lambda \beta_{\varepsilon}^{2}}{8}}}{n^{1 / 3} \log ^{1 / 3} n}\left[-\frac{3}{2} \delta_{n}+O\left(\delta_{n}^{2}\right)+O\left(\frac{\log \log n}{\log n}\right)\right] .
\end{align*}
$$

We choose $\delta_{n}=(\log \log n)^{2} / \log n$ as in the proof of Proposition 12, in order to have

$$
\begin{equation*}
\Phi_{n, \epsilon}^{\prime}\left(\widetilde{t}\left(1+\delta_{n}\right)\right)=\sqrt[3]{\frac{3 \lambda \beta_{\epsilon}^{2}}{8}} \frac{1}{n^{1 / 3} \log ^{1 / 3} n}\left(-\frac{3}{2} \delta_{n}+o\left(\delta_{n}\right)\right) \tag{6.42}
\end{equation*}
$$

This proves that $\left.\Phi_{n, \epsilon}^{\prime} \widetilde{t}\left(1+\delta_{n}\right)\right)<0$ for sufficiently large $n$. One proves similarly that $\left.\Phi_{n, \epsilon}^{\prime} \widetilde{t}\left(1-\delta_{n}\right)\right)>0$, so Equation (6.37) holds indeed.

We estimate now the value of $\Phi_{n, \epsilon}(\widetilde{x})$. Using Equation (6.33) we obtain

$$
\begin{align*}
\Phi_{n, \epsilon}(\widetilde{x})= & \log \lambda+\log \widetilde{x}+(\widetilde{x}-1) \log k+\log \Gamma(h)-\log \Gamma(h-\widetilde{x}+1)) \\
& +\log \Gamma(n-\widetilde{x})-\log \Gamma(n)+\beta_{\epsilon} \sqrt{\frac{\widetilde{x}}{\log \widetilde{x}}}  \tag{6.43}\\
= & \widetilde{x} \log k+\log \Gamma(h)-\log \Gamma(h-\widetilde{x}+1) \\
& +\log \Gamma(n-\widetilde{x})-\log \Gamma(n)+\beta_{\epsilon} \sqrt{\frac{\widetilde{x}}{\log \widetilde{x}}}+O(\log n) .
\end{align*}
$$

If we let $\widetilde{S}_{1}=\log \Gamma(h)-\log \Gamma(h-\widetilde{x}+1)$ and $\widetilde{S}_{2}=\log \Gamma(n-\widetilde{x})-\log \Gamma(n)$, then Equations (6.9) and (6.10) imply

$$
\begin{align*}
\Phi_{n, \epsilon}(\widetilde{x})= & \widetilde{x} \log k-\frac{\widetilde{x}^{2}}{2 h}+\widetilde{x} \log h+\frac{\widetilde{x}^{2}}{2 n}-\widetilde{x} \log n+\beta_{\epsilon} \sqrt{\frac{\widetilde{x}}{\log \widetilde{x}}}+O(\log n) \\
= & -(k-1) \frac{\widetilde{x}^{2}}{2 n}+\beta_{\epsilon} \sqrt{\frac{\widetilde{x}}{\log \widetilde{x}}}+O(\log n) \\
= & -\frac{1}{2}\left(\beta_{\epsilon}^{2 / 3} \sqrt[3]{\frac{3}{8}}\right)^{2}\left(\frac{n}{\lambda}\right)^{1 / 3} \frac{1}{\log ^{2 / 3} n}(1+o(1)) \\
& +\beta_{\epsilon}\left(\beta_{\epsilon}^{2 / 3} \sqrt[3]{\frac{3}{8}}\right)^{1 / 2}\left(\frac{n}{\lambda}\right)^{1 / 3} \frac{1}{\log ^{1 / 6} n}\left(\frac{2}{3} \log n+O(\log \log n)\right)^{-1 / 2}  \tag{6.44}\\
= & -\frac{1}{2}\left(\beta_{\epsilon}^{2 / 3} \sqrt[3]{\frac{3}{8}}\right)^{2}\left(\frac{n}{\lambda}\right)^{1 / 3} \frac{1}{\log ^{2 / 3} n}(1+o(1)) \\
& +\beta_{\epsilon}\left(\beta_{\epsilon}^{2 / 3} \sqrt[3]{\frac{3}{8}}\right)^{1 / 2}\left(\frac{n}{\lambda}\right)^{1 / 3} \frac{1}{\log ^{2 / 3} n}\left(\frac{3}{2}\right)^{1 / 2}(1+o(1)) \\
= & k_{\epsilon}\left(\frac{n}{\lambda}\right)^{1 / 3} \frac{1}{\log ^{2 / 3} n}(1+o(1))
\end{align*}
$$

where

$$
k_{\epsilon}=-\frac{1}{2}\left(\beta_{\epsilon}^{2 / 3} \sqrt[3]{\frac{3}{8}}\right)^{2}+\beta_{\epsilon}\left(\beta_{\epsilon}^{2 / 3} \sqrt[3]{\frac{3}{8}}\right)^{1 / 2}\left(\frac{3}{2}\right)^{1 / 2}=\left(-\frac{1}{8}+\frac{1}{2}\right) \beta_{\epsilon}^{4 / 3} 3^{2 / 3},
$$

as desired.

Theorem 51. Let

$$
I=\int_{0}^{\infty} \log \log \left(\frac{e}{1-e^{-t}}\right) d t
$$

The expected value of $\mathbf{T}$ over all $\{0, k\}$-mappings on $n$ nodes satisfies

$$
\mathbb{E}_{n}^{\{0, k\}}[\mathbf{T}]=\exp \left(k_{0}\left(\frac{n}{\lambda}\right)^{1 / 3} \frac{1}{\log ^{2 / 3} n}(1+o(1))\right)
$$

where $\lambda=k-1$ and $k_{0}=(3 I)^{2 / 3} 3 / 2$.

Proof. It follows from Equation (6.31) that, if $1 \leq m_{0} \leq n$ and $\widetilde{m}$ is the integer that maximizes $\mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=m] M_{m}$ for $1 \leq m \leq n$, then

$$
\begin{equation*}
\mathbb{P}_{n}^{\{0, k\}}\left[\mathbf{Z}=m_{0}\right] M_{m_{0}} \leq \mathbb{E}_{n}^{\{0, k\}}[\mathbf{T}] \leq n \mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=\widetilde{m}] M_{\widetilde{m}} \tag{6.45}
\end{equation*}
$$

Let $m_{0}=\lfloor\widetilde{t}\rfloor$ and $\epsilon \in(-1,0)$. Then

$$
m_{0}=\widetilde{t}-\{\widetilde{t}\}=\widetilde{t}+O(1)=\widetilde{t}(1+o(1))
$$

Hence, by Equation (6.45) and the calculations in the proof of Proposition 13,

$$
\mathbb{E}_{n}^{\{0, k\}}[\mathbf{T}] \geq \exp \left(k_{\epsilon}\left(\frac{n}{\lambda}\right)^{1 / 3} \frac{1}{\log ^{2 / 3} n}(1+o(1))\right)
$$

The equation above holds for every $\epsilon \in(-1,0)$, so an argument similar to the one in the proof of Theorem 50 shows that

$$
\begin{equation*}
\mathbb{E}_{n}^{\{0, k\}}[\mathbf{T}] \geq \exp \left(k_{0}\left(\frac{n}{\lambda}\right)^{1 / 3} \frac{1}{\log ^{2 / 3} n}(1+o(1))\right) \tag{6.46}
\end{equation*}
$$

where using the fact that $\beta_{0}=\sqrt{8 I}$ (see Lemma 9) we obtain

$$
k_{0}=\beta_{0}^{4 / 3} 3^{2 / 3} \frac{3}{8}=(\sqrt{8 I})^{4 / 3} 3^{2 / 3} \frac{3}{8}=4 I^{2 / 3} 3^{2 / 3} \frac{3}{8}=\frac{3}{2}(3 I)^{2 / 3}
$$

An argument similar to the one in the proof of Theorem 50 proves that the integer $\widetilde{m}$ that maximizes $\mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=m] M_{m}$ for $1 \leq m \leq n$ satisfies $\widetilde{m}=o\left(n^{2 / 3}\right)$, $m \rightarrow \infty$. Therefore, for any fixed $\epsilon \in(0,1)$,

$$
\mathbb{E}_{n}^{\{0, k\}}[\mathbf{T}] \leq n \max _{1 \leq m \leq n} \mathbb{P}_{n}^{\{0, k\}}[\mathbf{Z}=m] M_{m} \leq n \Phi(\widetilde{x})
$$

for $n$ sufficiently large, with $\widetilde{x}$ as in Proposition 13. Therefore, by Proposition 13, $\mathbb{E}_{n}^{\{0, k\}}[\mathbf{T}] \leq n \exp \left(k_{\epsilon}\left(\frac{n}{\lambda}\right)^{1 / 3} \frac{1}{\log ^{2 / 3} n}(1+o(1))\right)=\exp \left(k_{\epsilon}\left(\frac{n}{\lambda}\right)^{1 / 3} \frac{1}{\log ^{2 / 3} n}(1+o(1))\right)$.
By letting $\epsilon \rightarrow 0$ we conclude that

$$
\begin{equation*}
\mathbb{E}_{n}^{\{0, k\}}[\mathbf{T}] \leq \exp \left(k_{0}\left(\frac{n}{\lambda}\right)^{1 / 3} \frac{1}{\log ^{2 / 3} n}(1+o(1))\right) \tag{6.47}
\end{equation*}
$$

The theorem follows from Equations (6.46) and (6.47).

Corollary 4. Let $\mathbb{E}_{n}^{\mathcal{J}}[\mathbf{T}]$ denote the expected value of the least common multiple of the length of the cycles of a random uniform $\mathcal{J}$-mapping. Then its estimates for unrestricted mappings and $\{0,2\}$-mappings are asymptotically equivalent in logarithm:

$$
\log \mathbb{E}_{n}^{\{0,2\}}[\mathbf{T}] \sim \log \mathbb{E}_{n}^{\mathbb{N}}[\mathbf{T}] \text { as } n \rightarrow \infty
$$

As mentioned in Section 6.2, the class of $\{0, k\}$-mappings may be used as a model for $\{0, k\}$-polynomials. Corollary 4 suggests that the period of the sequence of functional compositions $f^{(k)}=f^{(k-1)}, k \geq 1$, of a quadratic polynomial $f \in \mathbb{F}_{p}[x]$ has expected behavior similar to that of unrestricted mappings for large values of $p$.

The analysis of the estimate in Theorem 51 for different values of $k$ is similar to that in Section 6.2. The logarithm of the asymptotic expected value of $\mathbf{T}$ over the classes of $\{0, k\}$-mappings over $\mathbb{F}_{p}$ present the same order of growth, but the implied constant grows increasingly smaller as $k$ grows larger:

$$
\frac{\log \mathbb{E}_{n}^{\{0, k\}}[\mathbf{T}]}{n^{1 / 3} \log ^{-2 / 3} n} \sim M_{k} \text { as } n \rightarrow \infty,
$$

where $M_{k}=k_{0} \cdot \lambda^{-1 / 3}$. Experimental results and estimates on the behavior of the parameter $\mathbf{T}$ over $\{0, k\}$-polynomials represent an interesting problem as well.

### 6.4 Conclusion

In this chapter we consider the functional compositions $f^{(k)}=f \circ f^{(k-1)}$ of a $\{0, k\}$-mapping $f$. We give asymptotic estimates on the expected value of the period $\mathbf{T}$ of this sequence; this parameter is given by the least common multiple of the length of the cycles of $f$. We also provide estimates for the expected value of a related parameter $\mathbf{B}$, given by the product of the length of the cycles of $f$. We follow the arguments of (SCHMUTZ, 2011). The ratio between the logarithm of our
results and the respective estimates for unrestricted mappings satisfy

$$
\frac{\log \mathbb{E}^{\{0, k\}}[\mathbf{T}]}{\log \mathbb{E}^{\mathbb{N}}[\mathbf{T}]} \sim \lambda^{-1 / 3} \quad \text { and } \quad \frac{\log \mathbb{E}^{\{0, k\}}[\mathbf{B}]}{\log \mathbb{E}^{\mathbb{N}}[\mathbf{B}]} \sim \lambda^{-1 / 3},
$$

where $\lambda=k-1$ is the coalescence of $\{0, k\}$-mappings. It is interesting to note that these ratios are asymptotically equivalent. Moreover, the estimates for $\{0, k\}$ mappings are identical to the ones for unrestricted mappings except for the substitution $n \leftarrow n / \lambda$. The same occurs with the estimates of (ARNEY; BENDER, 1982) on other parameters of $\mathcal{J}$-mappings such as the total number of cyclic nodes and the rho length of a node.

We consider the class of $\{0, k\}$-mappings in this chapter motivated in large part by the heuristic model for iterations of quadratic polynomials over $\mathbb{F}_{p}$; see Chapters 1 and 4 . The indegree distribution of these polynomials is very accurately approximated by $\{0,2\}$-mappings. The asymptotic coalescence of these mappings is $\lambda=1$, thus the estimates for $\log \mathbb{E}^{\{0,2\}}[\mathbf{T}]$ and $\log \mathbb{E}^{\{0,2\}}[\mathbf{B}]$ are asymptotically equivalent to their unrestricted counterparts. It would be interesting to evaluate numerically if quadratic polynomials and unrestricted mappings present similar statistics with respect to the parameters $\mathbf{T}$ and $\mathbf{B}$, as is the case with the average rho length; see Chapter 4.

We stress how the ratios between the results for $\{0, k\}$-mappings and unrestricted mappings behave as $k$ varies. The coalescence of a $\{0, k\}$-mapping is $k-1$, thus these ratios approach zero as $k$ grows larger. In summary, for $k=2$ the behavior of $\{0, k\}$-mappings is asymptotically equivalent to that of unrestricted mappings (with respect to the parameters $\mathbf{T}$ and $\mathbf{B}$ ) and, as $k$ grows larger, the estimates for $\{0, k\}$-mappings grow increasingly smaller in comparison. Experimental results on the average value of $\mathbf{T}$ and $\mathbf{B}$ over $\{0, k\}$-polynomials would represent an interesting point in this discussion: they would allow us to compare the behavior of these classes of polynomials with the estimates obtained in this chapter for $\{0, k\}$-mappings.

## 7 CONCLUSION AND FUTURE WORK

In this thesis we present our original results on the field of discrete dynamical systems. In Chapters 3 and 4 we give our contributions to the understanding of Pollard's classical rho method (POLLARD, 1975), whose running time for the factorization of a composite integer $n$ is heavily impacted by the dynamics of quadratic polynomials modulo prime numbers. It remains an open problem to fully understand the heuristic used in the original analysis of this algorithm: it is conjectured that the average rho length of a quadratic polynomial $x^{2}+a(\bmod p)$ is similar to that of a random uniform mapping $\varphi:[p] \longrightarrow[p]$. This heuristic was generalized to other classes of polynomials in (BRENT; POLLARD, 1981), where it is suggested that the numerical factor of non-randomness of a given class of polynomial is determined by its coalescence.

We consider the class of general polynomials in this thesis and obtain in Chapter 3 an asymptotic estimate on the indegree distribution of these polynomials. As a consequence, we prove that the asymptotic coalescence of these polynomials is 1 . This suggests that this class of polynomials behaves as random mappings with respect to its average rho length. Our experiments in Chapter 4 confirm this prediction. Moreover, we prove under a plausible assumption that the indegree distribution of a random uniform polynomial $f \in \mathbb{F}_{p}[x]$ is dominated by the distribution of general polynomials; we prove a similar result for the coalescence of random polynomials. This explains why the average rho length of the class of all polynomials $f \in \mathbb{F}_{p}[x]$ of a given degree is very similar to the asymptotic result on random mappings. We believe that our results provide a new perspective to Pollard's original heuristic that quadratic polynomials behave as random mappings, since all quadratic polynomials are general.

Our contributions in this thesis include an isomorphism test for the functional graph of mappings; it is an extension of the algorithm of (KONYAGIN et al., 2016). In other words, we present an algorithm that recognizes if two mappings have equivalent dynamics and are thus equally adequate for the applications mentioned in this thesis, such as Pollard's method. Our algorithm is executed in linear time and space if the mappings in hand have bounded indegrees; we stress that polynomials over finite fields represent a particular case of this class of mappings. The average-case analysis of our algorithm remains subquadratic for unrestricted mappings. Although this analysis is not as interesting as the worst-case one, as mentioned in Section 5.3, it is worthwhile noting that it involves the expected value of the maximum indegree observed in the nodes of a random mapping; see Theorem 47.

In Chapter 6 we provide an asymptotic estimate for the expected value of the parameter $\mathbf{T}$ over a random uniform $\{0, k\}$-mapping $f$, defined as the period of the functional composition $f^{(k)}=f \circ f^{(k-1)}, k \geq 1$. We calculate an analogous asymptotic estimate for the related parameter $\mathbf{B}$, the product of the length of the cycles of $f$. It is remarkable that the logarithm of the expected value of $\mathbf{T}$ and $\mathbf{B}$ over $\{0, k\}$-mappings coincide with analogous quantities for unrestricted mappings (SCHMUTZ, 2011), except for the substitution $n \leftarrow n / \lambda$, where $\lambda$ is the coalescence of $\{0, k\}$-mappings. The same holds for other parameters defined on a random mapping $f$, such as its total number of cyclic nodes and the expected length of the periodic and non-periodic parts of a random node of $f$ (ARNEY; BENDER, 1982). It would be interesting to investigate $\{0, k\}$-mappings as a heuristic model for $\{0, k\}$-polynomials (see Chapter 6 ), but unfortunately this will be left as an important aspect of our future research.

There are a number open problems that are an integral part of our projects for the future. As mentioned in Chapter 1, the results presented in Chapter 6 of this
thesis represent partial results of our initial project in the area, namely to extend the results of (SCHMUTZ, 2011) to $\mathcal{J}$-mappings. It is proved in (ARNEY; BENDER, 1982) that the probability that a random uniform $\mathcal{J}$-mapping $f:[n] \longrightarrow[n]$ has $m$ cyclic nodes satisfies

$$
\mathbb{P}_{n}^{\mathcal{J}}[\mathbf{Z}=m] \sim \frac{\lambda m}{n} \exp \left(-\frac{\lambda m^{2}}{2 n}\right)
$$

as $n, m$ approach infinity and $m=o\left(n^{2 / 3}\right)$, where $\lambda$ is the asymptotic average coalescence of $\mathcal{J}$-mappings. The restriction on the range of $m$ represents an obstacle in the use of the arguments of Chapter 6 for $\mathcal{J}$-mappings: it is necessary to prove that the maximum of the corresponding functions in $[1, n]$, denoted in Sections 6.2 and 6.3 respectively by $x_{*}$ and $\widetilde{x}$, are both $o\left(n^{2 / 3}\right)$. The literature on tail estimates could lead to advances on this problem; see (HWANG, 1996, 1998), for example. Moreover, we expect that the point $x_{*}$ in the calculations for the estimate of $\mathbf{B}$ is of the order of $n^{2 / 3}$ in the case of $\mathcal{J}$-mappings as well. The estimate on the distribution of $\mathbf{Z}$ of (ARNEY; BENDER, 1982) would have to be extended; the methodology of (DRMOTA; SORIA, 1997) could provide some insight on how this could be done.

We also consider an interesting open problem to obtain a more precise asymptotic estimate on the expected values of $\mathbf{T}$ and $\mathbf{B}$. From the results of (SCHMUTZ, 2011) one obtains the limit value of the $\log \mathbb{E}_{n}[\mathbf{T}]$ and $\log \mathbb{E}_{n}[\mathbf{B}]$, but not for the expected values themselves. We note that in the method used in (SCHMUTZ, 2011) we write the expected value of $\mathbf{T}$ (and $\mathbf{B}$ ) as a sum and bound it from above using the maximum of the summands; this leads to a term of smaller order in Theorems 1.3 and 1.4 of (SCHMUTZ, 2011) given by $\log n$. Therefore, through this method one cannot refine the error term in Theorems 1.3 and 1.4 of (SCHMUTZ, 2011) down to $o(1)$. Thus one should somehow consider the sum itself in one's calculations, or the part of it providing the bulk of the quantity of interest. Research on applications of Laplace's method (SEDGEWICK; FLAJOLET, 2013) could be fruitful for the refinement of the estimates of (SCHMUTZ, 2011).

It is also of our interest to provide asymptotic results on the distribution of other random variables defined over the space of random uniform $\mathcal{J}$-mappings. According to the authors in (KONYAGIN et al., 2016), there are no known results on the distribution of the following parameter. Let $f:[n] \longrightarrow[n]$ be a random uniform (unrestricted) mapping and let $C_{1}, \ldots, C_{t}$ be the size of the components of its functional graph $\mathcal{G}_{f}$, counting multiplicities. Define $\mathbf{M}$ to be the multiplicity of the most popular component size of $\mathcal{G}_{f}$, that is, the value $1 \leq \mathbf{M} \leq n$ that has the greatest number of occurrences in the sequence $C_{1}, \ldots, C_{t}$. The authors in (KONYAGIN et al., 2016) present experimental results on this parameter and observe consistency in its average value over all mappings $f:[n] \longrightarrow[n]$ for large values of $n$. We have thus far been able to determine the cumulative generating function (CGF) of this parameter:

$$
\Xi(z)=\sum_{h \geq 0}\left[F(z)-\prod_{i \geq 1} T_{h}\left[\exp \left(K_{i} \frac{z^{i}}{i!}\right)\right]\right]
$$

where $K_{i}$ represents the number of connected mappings on $i$ nodes and $T_{h}[\cdot]$ is the operator defined by the truncation of a power series in its $h$-th term. It is known that an asymptotic estimate for the expected value of $\mathbf{M}$ could be derived from an appropriate analysis of $\Xi(z)$ as a power series on the complex numbers. See Page 159 of (FLAJOLET; SEDGEWICK, 2009) for the definition of cumulative generating functions and Page 217 for the CGF of a extremal parameter, such as M. The work of previous authors on the analysis of the CGF of different parameters could help us advance on this problem; see for example (GATHEN; PANARIO; RICHMOND, 2012) and the references therein.

Our work with general polynomials in Chapters 3 and 4 leads us to believe that it is of great interest to develop an algorithm that decides efficiently if a given polynomial $f \in \mathbb{F}_{p}[x]$ is general. There is some work done in the area and our projects include a through investigation of the literature on the field; see (SUTHERLAND, 2015), for an example.

There are also various number theoretic open problems that would represent relevant contributions to the applications mentioned in this thesis. Chapter 4 contains a number of them, such as proving the apparent random behavior of general polynomials; if one is able to prove that our assumption on the number of general polynomials of a given degree over $\mathbb{F}_{q}$ indeed holds, it could extend such a result to the class of all polynomials $f \in \mathbb{F}_{p}[x]$ of a given degree. We believe that our contributions in Chapters 3 and 4 could motivate authors to use results from Galois theory to prove the aforementioned randomness conjecture.

We highlight in Chapter 4 the particular nature of Chebyshev polynomials, observed previously by a number of authors. As mentioned in Section 4.3, some work has been done in the statistics of Chebyshev polynomials $T_{d} \in \mathbb{F}_{p}[x]$ (CHOU; SHPARLINSKI, 2004; VASIGA; SHALLIT, 2004). The authors of both of these papers obtain asymptotic estimates on the tail length of a random node of the functional graph of Chebyshev polynomials. They mention the expected cycle length of a random node as an interesting open problem, though a difficult one. Obtaining analogous results in extensions of $\mathbb{F}_{p}$ remains an interesting open problem. One could also consider using the same techniques for other rational functions.
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